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1.
Project Title:  

In-Vehicle Vision-Based Cell Phone Detection
Is this project a renewal or continuation of a previous UTC project (check one)   yes FORMCHECKBOX 
  no FORMCHECKBOX 

Identify the Thrust Area:


 FORMCHECKBOX 

In-Vehicle Technologies 


 FORMCHECKBOX 

Connected Vehicle Technologies 


 FORMCHECKBOX 

Infrastructure-based Technologies
 FORMCHECKBOX 

Vehicle Automation Technologies
 FORMCHECKBOX 
  
Mobility Analytics 
 FORMCHECKBOX 
  Policy


 FORMCHECKBOX 

Other

If Other, please provide a brief description of the thrust area:


 
    
2.
CMU Research Team: 
	Principal Investigator(s)
	Affiliation
	Email

	Bernardo Pires
	SCS – Robotics Institute
	bpires@cs.cmu.edu

	
	
	


	Co-Principal Investigator(s)
	Affiliation
	Email

	
	
	

	
	
	


	Graduate Student(s)
	Degree Program
	Anticipated Completion
	Curriculum/Department

	- To be recruited -
	Masters in Robotics
	
	SCS

	
	
	
	


	Undergraduate Student(s)
	Degree Program
	Anticipated Completion
	Curriculum/Department

	- To be recruited -
	Robotics
	
	SCS

	
	
	
	

	
	
	
	


3.
Non-CMU Deployment Partners:    
	Deployment Partners

	

	

	


Letters of support are required to be attached to this proposal from all participating deployment partners on company letterhead. Deployment partners that do not provide a support letter will not be counted during the proposal selection process.  
4.
Contact Information for Non-CMU Deployment Partners (from #3 above): 

	Name
	Title
	Organization
	Phone/Email

	
	
	
	

	
	
	
	

	
	
	
	


5.
Executive Summary (Abstract) of Project: 

(Limit of 300 words, Executive Summary will be used for public dissemination if project is awarded)
According to the NOPUS survey, at any given daylight moment across America approximately 660,000 drivers are using cell phones or manipulating electronic devices while driving. According to the same survey, this number has held steady since 2010, despite major investments into awareness programs and numerous changes in legislation. Recently, there has been significant interest into automatic detection of driver distraction. Such research often focuses on the driver’s eyes in an attempt to detect gaze direction (determine where the driver is looking at.) The difficulty with such approach is that it either requires active infrared illumination, which can be “blinded” by the sun, or requires significant computation to recognize the driver’s face, determine pose, and estimate gaze. Furthermore, this approaches often requires high-resolution cameras in order to be able to accurately observe the user’s eyes. Instead of focusing on the driver’s eyes, we propose to obtain an overhead or over-the-shoulder view of the car interior with the objective of determining if the driver is holding or using a cell phone or other electronic device. We expect this to be a superior method because the screen is often illuminated, relatively large and, when in use, turned directly towards the user’s head and, consequently, to our over the shoulder camera.

6.
Description of the Project: 

(Limited to 2 pages, excluding any figures/tables, which should be included in separate attachment)
We have all heard the statistics about distracted driving and how that endangers everyone on the road. In 2012 alone, more than 3,300 people were killed in distraction-affected crashes. For the same year, an estimated 421,000 people were injured in motor vehicle crashes involving a distracted driver [1]. Secretary of Transportation Foxx has called this problem a “deadly epidemic of distracted driving.” The National Occupant Protection Use Survey estimated that the percentage of drivers text-messaging or visibly manipulating hand-held devices stood at 1.3% in 2011, while driver hand-held cell phone use stood at 5% for the same year. [2]

Multiple governmental agencies, automakers and suppliers have dedicated significant resources to detecting driver distraction and implementing warning systems. For example, Volvo has recently announced a driver state estimation system, “which casts infrared light upon the driver’s face, monitored by sensors that detect the driver’s eye gaze, head movement, head angle, and how open his or her eyes are” [3]. These types of systems attempt to determine if the driver is sleepy or inattentive and adjust automatic systems such as lane keeping, collision warning, and adaptive cruise control to match the driver’s state.
Current Driver Monitoring Systems

Most driver-monitoring systems focus on the driver and, in particular, on the driver’s eyes. The eyes give important queues to the driver’s internal state and perception. Eye closing can be an early sign of fatigue or drowsiness, and often road signs are missed unless the driver directly gazes at them. On the other hand, it can be challenging to produce accurate estimates of the gaze direction in all driving environments and for all possible drivers.
In car gaze estimation systems can be divided in two categories. Active systems (such as the one by Volvo described above) use infrared light to illuminate the driver. The presence of this illumination facilitates pupil detection, but leaves the system subject to interference from other infrared light sources such as the sun. Passive detection, on the other hand, uses one or more “regular” camera pointed at the driver and often requires that the head pose be estimated before the gaze direction can be computed. Such estimation under arbitrary illumination conditions can be a difficult computer vision problem and require a significant amount of computation resources (which might not be available in a consumer grade vehicle.) 

Further, all gaze estimation approaches require fairly high-resolution cameras trailed at the driver so that the eyes can be correctly imaged, which further increases their deployment cost. Additionally, in either case eyewear, especially shaded, can confound the system and prevent estimation.
Proposed approach

We focus on the detection of active manipulation of electronic devices by the driver. This is often the most dangerous driver behavior and the one that leads to many of the distracted-driver accidents. Instead of focusing on the driver’s eyes, we propose to obtain an overhead or over-the-shoulder view of the car interior with the objective of determining if the driver is holding or using a cell phone or other electronic device. 
Compared with the approaches that focus on the driver’s gaze, we expect this to be a superior method because the detection of the unsafe behavior is much easier. Specifically there are three advantages in detecting a screen versus tracking the user’s eyes. First, because the screen is illuminated its detection is much easier as it will stand out versus the background. Second, the screen is much larger than the user’s eye and thus our method does not require as high-resolution cameras. And finally, because our camera is placed overhead, when the device is in use it will be turned directly towards our camera.
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7.
Timeline of the Project:
January to December 2015
8.
Expected Accomplishments and Metrics:
· Collection of a dataset of over-the-shoulder views of users while driving and also when parked and using their cell phone (naturally, we will not record instances of cell phone usage while driving.)
· Creation of a fully automatic in-vehicle monitoring system capable of detecting cell phone usage and evaluating it on the compiled dataset.
9.         Deployment Plan:
N/A
10.
Budget: Please use separate UTC Cost Proposal Form to submit this information.
INSTRUCTIONS:  Please use this form to submit your UTC proposal. Fill-in complete answers for all questions. Proposals are limited to 4 pages, excluding deployment partner support letters.  Submit complete proposals along with your completed UTC Cost Proposal Form (see below) no later than November 7, 2014.
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