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Problem 
 
This project develops a high-resolu4on imaging system despite obstruc4ons using a mmWave radar coupled with 
other visual sensing systems. We specifically focus on single-chip automo4ve mmWave radars that are widely 
deployed in cars as collision sensors, yet are extremely compact – merely cen4meters across. Our key technical 
insight is that both the mmWave radar and camera have complementary strengths. While the mmWave radar 
offers extremely high depth-resolu4on (cen4meter-scale at even hundreds of meters) and through-occlusion 
imaging, its spa4al resolu4on is extremely poor (several degrees). Our work explores mechanisms to achieve high 
resolu4on radar on a single combined plaForm, coupled with visual sensing and a variety of signal processing and 
learning strategies.  
 
Approach 
 
Through the project, we developed a novel framework that exploits mul4-bounce scaGering to enable mmWave 
sensing of objects that are not directly illuminated by the radar, and hence not are detected by conven4onal single-
bounce methods. An example scenario is depicted below, where only the sofa is directly illuminated by the radar 
and hence is detected via single-bounce, but all other objects (dining furniture, trashcan and behind-radar human) 
are not detected. In the sequel, we refer to all objects not directly illuminated by the radar as beyond field-of-view 
objects, since they lie outside the radar's field-of-view (FoV), i.e., transmit beam. misses all other objects beyond 
the system's single-bounce field-of-view (FoV). 
 

 
 
Methodology 
 
As a key intermediate step towards solving the first challenge, we mathema4cally model diffuse mul4-bounce 
scaGering from objects. Our modeling insights lead to a matched filtering algorithm that directly localizes objects to 
their ground-truth loca4ons along specific mul4-bounce paths, without requiring any explicit ``ghost'' detec4on 
and remapping. To solve the second challenge, we propose to perform matched filtering and object detec4on 
separately & sequen4ally along single-, double- and triple-bounce. For each mul4-bounce order, object detec4on is 



performed via a custom ordered sta4s4cs constant false alarm rate detector (OS-CFAR) and objects detected in 
lower mul4-bounce orders are used as anchors to localize objects in undetected regions of the environment with 
higher-order mul4-bounce. For example, in the context of the above Figure, the sofa is first localized via single-
bounce, and subsequently treated as a source of further double-bounce to localize the dining furniture. The 
process is then extended to sense the behind-radar human and occluded trashcan via triple-bounce paths. We do 
not u4lize fourth- and higher-order bounces since empirically we find the power of such paths too low to exploit. 
 
 
Findings 
 
We implement our system on a commercial digital mmWave mul4ple-input mul4ple-output (MIMO) radar testbed 
(TI AWR2243 cascade radar)and extensively evaluate its performance in five different indoor and outdoor 
scenarios, and exploit mul4-bounce paths from a wide variety of everyday objects and surfaces, including human 
bodies, indoor furniture, and extended room and building features. We demonstrate that even with no prior 
knowledge of the environment, modeling and exploi4ng double-bounce and triple-bounce paths can improve the 
median localiza4on error for human targets standing outside the radar's field-of-view by 2-10x over tradi4onal 
single-bounce methods. The detailed results of our solu4on are to appear in ACM MobiCom 2024, a major 
interna4onal conference.  
 

 
 
Conclusions 
 
We present the design and evalua4on of a framework that uses mul4-bounce scaGering to enable beyond-field-of-
view sensing with a single mmWave radar without prior knowledge of the environment. Our implementa4on on a 
commercial MIMO radar demonstrated the possibility of localizing humans outside the transmit beam, behind-the-
radar and around-corners, with 2-10x improvement in the median localiza4on error in real-world scenarios even 
with no prior knowledge of the environment. 
 
RecommendaDons developed from the project 
 
We demonstrate through Hydra that even with no prior knowledge of the environment, modeling and exploi4ng 
double-bounce and triple-bounce paths can improve the median localiza4on error for human targets standing 
outside a radar’s field-of-view. The project work therefore demonstrates the value of a combina4on of radar signal 
processing, machine learning and hardware design to improve resolu4on and performance.  
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