
Programmable Automotive Headlights

Srinivasa Narasimhan (PI)
Associate Professor, Robotics Institute, CMU



Contents

1 Research Team 2

2 Report Summary 3

3 Problem 4

4 Approach 6

5 Methodology 9
5.1 Feasibility Study with Computer Simulations . . . . . . . . . . . 9
5.2 Design Exploration . . . . . . . . . . . . . . . . . . . . . . . . . 11

5.2.1 Dynamic Lighting . . . . . . . . . . . . . . . . . . . . . 11
5.2.2 Improved Visibility in Snow . . . . . . . . . . . . . . . . 15

5.3 Programmable Headlight Prototype: Proof-of-Concept . . . . . . 17
5.4 Design and Implementation of a Prototype . . . . . . . . . . . . . 19

5.4.1 Sensing the Road Environment . . . . . . . . . . . . . . . 19
5.4.2 Image Processing and System Control . . . . . . . . . . . 19
5.4.3 High-Speed Illumination of the Road Environment . . . . 21

5.5 System Calibration . . . . . . . . . . . . . . . . . . . . . . . . . 21
5.6 Measuring System Latency . . . . . . . . . . . . . . . . . . . . . 23
5.7 Programmable Headlight Prototype: Faster and More Compact . . 24

5.7.1 Imaging . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
5.7.2 Projection . . . . . . . . . . . . . . . . . . . . . . . . . . 26

5.8 System Response Time . . . . . . . . . . . . . . . . . . . . . . . 27
5.8.1 Measuring End-to-End Latency . . . . . . . . . . . . . . 27
5.8.2 Effect of Prediction Algorithms on Latency . . . . . . . . 27

1



6 Findings 33
6.1 Glare Free High Beams . . . . . . . . . . . . . . . . . . . . . . . 33

6.1.1 System Requirements and Comparisons . . . . . . . . . . 33
6.1.2 Our Headlight Design as Glare Free High Beams . . . . . 34
6.1.3 Road Demonstrations . . . . . . . . . . . . . . . . . . . . 35

6.2 Demonstrating Headlight Versatility . . . . . . . . . . . . . . . . 37
6.2.1 Improving Visibility During Snowstorms . . . . . . . . . 38
6.2.2 Improved Lane Illumination . . . . . . . . . . . . . . . . 39
6.2.3 Early Visual Warning of Obstacles . . . . . . . . . . . . . 41

7 Conclusions 43

8 Recommendations 44



DISCLAIMER
The contents of this report reflect the views of the authors, who are responsible
for the facts and the accuracy of the information presented herein. This doc-
ument is disseminated under the sponsorship of the U.S. Department of Trans-
portation?s University Transportation Centers Program, in the interest of infor-
mation exchange. The U.S. Government assumes no liability for the contents or
use thereof.



Chapter 1

Research Team

Current:

• Andrew Rowe, Associate Professor Electrical and Computer Engineering,
CMU

• James Hoe, Professor Electrical and Computer Engineering, CMU

• Robert Tamburo Project Scientist, CMU

• Srihari Sankar MS, Electrical and Computer Engineering, CMU

• Marie Nguyen PhD, Electrical and Computer Engineering, CMU

Past:

• Takeo Kanade Professor, Robotics Institute, CMU

• Mei Chen Intel Labs

• Eriko Nurvitadhi Intel Labs

• Subhagato Dutta MS, Electrical and Computer Engineering, CMU

• Zisimos Economou Research Staff, CMU

• Abhishek Chugh MS, Electrical and Computer Engineering, CMU

• Prakaash Karthikeyan MS, Electrical and Computer Engineering, CMU

• Vivek Umapathi MS, Electrical and Computer Engineering, CMU

2



Chapter 2

Report Summary

The primary goal of an automotive headlight is to improve safety in low light
and poor weather conditions. But, despite decades of innovation on light sources,
more than half of accidents occur at night even with less traffic on the road. Re-
cent developments in adaptive lighting have addressed some limitations of stan-
dard headlights, however, they have limited flexibility - switching between high
and low beams, turning off beams toward the opposing lane, or rotating the beam
as the vehicle turns - and are not designed for all driving environments. We intro-
duce an ultra-low latency headlight that can sense, react, and adapt quickly to any
environment while moving at highway speeds. Our single hardware design can
be programmed to perform a variety of tasks. Glare free high beams, improved
driver visibility during snowstorms, increased contrast of lanes, markings, and
sidewalks, and early visual warning of obstacles are demonstrated.

This report is divided into five main parts. In the first part (Chapter 3), the
problem addressed is described. In Chapter 4, our approach to the problem is
described. In Chapter 5, we use computer simulations to examine the feasibility
(latency requirements) of our headlight design. Lessons learned from the design
exploration were used to guide the development of headlight prototypes (Sections
5.3 and 5.7). In Chapter 6, a variety of automotive applications are demonstrated
on the road with the prototype. Finally, in Chapters 7 and 8, conclusions and
recommendations are provided.
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Chapter 3

Problem

Traditional headlights consist of a small number of lamps with simple optics to di-
rect a light beam onto the road. Starting with gas/oil lamps in the 1880s, research
has been primarily geared towards developing headlights that can be electrically
controlled, have a long working life, and are bright and energy efficient. The in-
ventions of Halogen lamps, Xenon (HID) lamps [9], [20], and the more recent
LED [19], [22] and Laser sources [26] have followed this research trend. These
latest sources provide bright and comfortable color temperatures improving driv-
ing experiences. However, even with these new light sources the only control
offered to a majority of drivers is to switch between high and low beams.

Low beams illuminate the road a short range in front of the vehicle while high
beams have a longer range and wider angle. High beams are useful in a variety
of situations providing better visibility farther down the road and along narrow,
curvy roads. However, they cause significant glare to other drivers, bicyclists,
and pedestrians. Glare is especially troublesome for older drivers causing a 55-
year old 8 times as long to recover than an 18-year old [13]. High beams also
significantly reduce contrast in the presence of fog and haze, and cause bright
distracting streaks during precipitation events. In 2013, there were more than
300,000 crashes and thousands of fatalities caused by rain and snow [7].

Even after 130 years of headlight development, more than half of vehicle
crashes and fatalities occur at night despite significantly less traffic [7]. Approx-
imately 30% of drivers are stressed by glare causing many fatalities every year
[5]. Moreover, more there are more than 270,000 crashes with animals, 31,000
crashes with pedestrians, close to 15,000 crashes with bicyclists, and thousands of
fatalities from veering off the lane and road [7] (Fig. 3.1).

Recognizing the limitations of traditional headlights, adaptive lighting sys-
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Figure 3.1: Traffic safety statistics during night time driving.

tems have been developed to adjust their brightness in response to changing driv-
ing conditions. Some systems, e.g. Lincoln [10], Audi [22], Volkswagen [17],
mechanically swivel the headlight based on the vehicle’s turning radius allowing
drivers to see around curved roads. Other systems use configurations of multiple
LEDs, where individual LEDs can be automatically turned off toward the driv-
ing lane and/or the opposing lane to reduce glare, e.g., BMW [27], Audi [18],
Mercedes [16], and Volvo [14]. In [26] swiveling LEDs spotlight pedestrians on
sidewalks. These advanced systems have come a long way from traditional head-
lights, but fundamental issues remain: they are not versatile and are designed for
one-off applications, they require mechanical problems that reduce reliability, and
their low-resolution and high latency limits them from adapting to many types of
road conditions and poor visibility situations. Thus, a headlight that adapts to the
environment can be critical to improving safety on the road during poor visibility
conditions.
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Chapter 4

Approach

We present a new design for an automotive headlight that is flexible and can be
programmed to perform multiple tasks at high speeds. As shown in Figure 4.1,
the key idea is the introduction of a high-resolution spatial light modulator (SLM)
such as the digital micro-mirror device (DMD) present in DLP projectors. A
DMD divides a light beam into approximately one million that can be individually
controlled to shape the collective beam for any situation. A sensor (camera) is
co-located with the light source and a computer processes images to generate
illumination patterns for the SLM. While the design may seem straightforward,
there are many challenges in building such a system to serve as a headlight.

The accuracy requirements can be high since small errors in beam position-
ing and flickering are easily perceived and can be more disturbing than standard
headlights. High accuracy can be achieved by minimizing the time from when
a camera senses the environment to when the headlight reacts (system latency).
Low latency is also required to avoid the need for complex prediction algorithms
to determine where an object will move next. For example, assume that the scene
(physical environment) consists of multiple objects that are moving independently
at differing speeds and directions. The goal of our headlight would be to sense
(image) the scene, detect objects and predict their future locations, and illuminate
or dis-illuminate the objects (Fig. 4.2). Predicting the location of randomly mov-
ing objects with a high latency system is challenging. However, if the system’s
latency is very low (i.e., reaction time is very short), the complexity of the pre-
diction algorithm can be much simpler. In the following section, we investigate
the feasibility of our design, with computer simulations, by characterizing its real-
time performance in terms of latency for given prediction algorithms that have an
inherent tradeoff between execution time and accuracy.

6



Figure 4.1: Our versatile headlight design utilizes a high-resolution spatial light
modulator permitting the fine control of light rays in reaction to any number and
type of objects detected from captured images.
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Figure 4.2: The headlight illuminates or dis-illuminates objects detected from
images captured by a camera.
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Chapter 5

Methodology

5.1 Feasibility Study with Computer Simulations
We present the evaluation of our low-latency, high-speed programmable headlight
under various application workloads. We characterize the system’s Quality-of-
Service in terms of error and light throughput as a function of the system’s re-
sponse time. We have developed a simulator that allows us to explore the design
space of such a system, including various strategies for predicting object move-
ment. We identify key operating points where decreasing the system latency with
a less complex algorithm can outperform higher complexity algorithms that take
more time to run to achieve the same goal. We see a similar performance trade-off
where jitter (not just delay) in the control loop decreases performance.

The configuration of a Programmable Headlight is shown in Fig. 5.1. The
camera captures an image of a scene containing a set of objects with unknown lo-
cations and arbitrary motion. The processor then identifies the objects and records
their current locations. This process is termed binarization, where, image pixels
corresponding to the object locations are ‘on’ and are ‘off’ otherwise. The binary
image, and perhaps a history of previous binary images, is then used to predict
the object locations at the end of the system’s response time. The predicted image
is then warped to the coordinate frame of the projector, which in turn illuminates
or dis-illuminates (depending on the application) the detected objects by turning
pixels on or off, respectively. Note that while we focus on binary systems, pulse-
width modulation coding can be used to project arbitrary grayscale values.

In order to compute the mapping between light rays from the objects observed
by the camera and the corresponding light rays exiting the projector towards the
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Figure 5.1: Block diagram of main architectural components of a Programmable
Headlight.

objects, the three-dimensional positions of the objects must be computed. Such a
mapping is commonly achieved by using multiple cameras in a stereoscopic con-
figuration. Instead, for the purposes of this work, the camera and projector are
optically co-located using a beamsplitter, which avoids parallax between the cam-
era image and the projector image [23]. Co-location removes the need to compute
the distances of objects in three dimensions and allows for all computations to be
performed in the image space.

The latency (response time) of a Programmable Headlight is defined as the
time elapsed from the start of exposure by the camera and the completed illumi-
nation by the projector. In addition to measuring latency, we also measure the
jitter or uncertainty in the end-to-end latency. In this work, systems (simulated
and hardware prototype) with varying parameters are evaluated based on the fol-
lowing performance measures as a function of the system’s latency and jitter. Er-
ror quantifies the incorrect illumination or dis-illumination of the scene and light
throughput quantifies the total amount of light that illuminates the scene.

We apply this evaluation to two types of applications. The objective of the first
application is to dynamically illuminate objects while the objective of the second
application is to dis-illuminate objects. For the illumination application, we use
rigid objects moving in a linear or projectile motion (ping pong balls moving and
colliding). System error for this application is computed as the percentage of
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pixels that do not illuminate the objects and illuminate the background. For the
dis-illumination application, we consider a large number of small objects moving
chaotically, such as snowflakes during a storm. This application evaluates how
well the system can act to avoid illuminating snowflakes to reduce their visibil-
ity to observers or a camera. In this case, error is computed as the percentage
of pixels that incorrectly illuminate the objects. The error caused when incor-
rectly dis-illuminating the scene (road environment) is calculated separately as
light throughput to assess the trade-off between reducing snowflake visibility and
illuminating the road for the observer.

5.2 Design Exploration
Our simulator models multiple types of objects and their motions in the scene to
characterize the performance of programmable headlight systems with different
latencies performing different algorithms. The scene is rendered using OpenGL
and the rendered image is an input to the simulated system, which analyzes the im-
age and generates a corresponding illumination pattern. For the remainder of this
section, we explore, for the first time, the performance of programmable headlight
systems for an illumination and a dis-illumination application.

5.2.1 Dynamic Lighting
Dynamic illumination of moving objects could be used, for example, to spotlight
pedestrians, bicyclists, construction workers, wildlife, etc. The actual system illu-
minates the scene with infrared light sources and observes the environment with
a near-infrared, monochrome camera ensuring that the system’s output (visible
light) is not captured by the camera. The input image is thresholded to produce
a binary image, which can then be displayed for immediate system response. We
refer to this as the no prediction algorithm. Alternatively, prediction strategies can
be employed to compensate for object motion - most likely adding to the system’s
latency though.

A simple algorithm for motion compensation assumes objects have an equal
probability of moving in any direction. This algorithm is implemented by per-
forming dilation with a kernel of fixed size on the binary image. A more intelli-
gent approach would predict the future location of individual objects and produce
the illumination pattern based on this information. In our implementation, blobs
are detected from binary images and stored for the two most recent images. A
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Figure 5.2: Images (a)-(c) are renderings of rigid objects (e.g., ping pong balls)
quickly accelerating from rest (exploding) at different times. A long exposure (1
s) image of the event is shown in (d).

metric based on blob size and position is used to find correspondences between
newly detected blobs and previously detected blobs. The image velocity and po-
sition of objects in the two images are used to linearly extrapolate the position of
objects at the time of illumination to produce an illumination pattern.

Through simulation, system performance was evaluated for these different
prediction strategies. For performance evaluation, the fast motion of multiple
rigid objects (perhaps, ping pong balls) being struck with a larger object (perhaps,
a tennis ball) was simulated (Fig. 5.2). After receiving an image of the event, the
simulated programmable headlight system generates a binary illumination pattern.
Based on the system’s latency, an image of the scene is generated the instant that
it is dynamically illuminated.

For quantitative evaluation, the image of the scene at the time of illumination
and the illumination pattern are compared. There are two types of error; Positive
Error and Negative Error. Positive Error is caused when a foreground object is not
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correctly illuminated and can be calculated as Positive Error = Object pixels not illuminated
Total object pixels .

Negative Error is caused when the background is incorrectly illuminated and is de-
fined as Negative Error = Background pixels illuminated

Total object pixels . The Performance of the system
for this application is therefore measurable by Total Error = Positive Error + Negative Error

2
.

Figure 5.3: Total error while illuminating rigid objects as they accelerate for dif-
ferent system latencies. The black curve shows errors achieved with the no pre-
diction algorithm. The other curves show error with linear prediction and latency
uncertainty. Latency is plotted on a logarithmic scale.

As shown in Fig. 5.3, the no prediction algorithm has an error approaching
100% for latencies of typical video frame rate (30 Hz). Error can be reduced dra-
matically to around 10% by decreasing the system latency to 2 ms or less. At
this latency, the no prediction algorithm is comparable to the linear prediction
algorithm, making the no prediction algorithm a viable strategy for fast reacting
systems. For slower systems, the linear prediction algorithm results in much bet-
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Figure 5.4: Increasing dilation kernel size improves proper illumination of the
objects (positive error decreases) while increasing incorrect illumination of the
background (negative error increases).

ter performance. The downside of the linear prediction algorithm are sources of
error that arise from incorrect correspondences, especially when the objects are
near each other or overlap. Even at low latencies, this type of error is difficult
to remove. At high image capture rates (e.g., 1 kHz exposure time), it is better
to avoid linear prediction since typical objects will not move much in such short
time periods. The contrary may be true for objects that move extremely fast. Since
the prediction algorithm uses system latency to predict the position of objects at
the time of illumination, it is imperative to study the effect of jitter. In the sim-
ulator, jitter is modeled as Gaussian noise in the latency. In Fig. 5.3, we also
compare systems with different amounts of jitter (standard deviation in Gaussian
distribution) and, although, jitter is an important consideration at higher latencies,
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its effect is minor at lower latencies.
The effect of using dilation with kernels of varying size to compensate for ob-

ject motion is shown in Fig. 5.4. By increasing the size of the kernel, objects are
better illuminated (decreasing positive error), but with the tradeoff that more of
the background is incorrectly illuminated (increasing negative error). Compared
to the no prediction and linear prediction algorithms, dilation results in more total
error even with the smallest kernel size. Our simulations show that, for dynamic
lighting of relatively fast moving objects, there is no advantage to using a predic-
tion algorithm for low latency systems. Whereas, higher latency systems greatly
benefit with linear prediction.

5.2.2 Improved Visibility in Snow
Retro-reflection from falling snowflakes distracts drivers from observing the road
and makes driving during a snowstorm dangerous and stressful. Using our head-
light, snowflakes can be dis-illuminated for a very short period to improve visibil-
ity. We simulate snow falling at 3 mm/hr [12] and study the performance of dif-
ferent systems (Fig. 5.5). Note that the objects (snowflakes) in this application are
small in size but large in number. The objective with this application is opposite of
the dynamic lighting application, i.e., objects are dis-illuminated instead of illumi-
nated. The two performance metrics to characterize system behavior for this appli-
cation are Error = Snow pixels illuminated

Total snow pixels and Light Throughput = 1− Pixels dis-illuminated
Total pixels .

The average light throughput with each algorithm was 95.7% for no predic-
tion, 84.9% for linear prediction, and 87.6% for dilation with a 1×5 kernel. As
shown in Fig. 5.6, the system performs well with the no prediction algorithm at
lower latencies. Performance degrades for systems with 0.2 ms latency as com-
pared to both the dilation and linear prediction algorithms. For systems with a
latency below 2 ms, dilation with a vertical kernel of size 1×5 performs much
better than linear prediction while maintaining higher light throughput. Linear
prediction performs best for systems with a latency greater than 2 ms.

Although, it is clear that dilation reduces error, the effect of dilation on light
throughput is investigated. Simulations were performed to measure light through-
put for achieving 0% error. Results show that systems with latency below 1.6 ms
have more than 90% light throughput, but systems with longer latency have less
than 85% light throughput. Additionally, the amount of dilation is also depen-
dent on the speed of the snowflakes. For example, if we wish to dis-illuminate
snowflakes in a strong wind or on a fast moving vehicle, dilation would become
inappropriate with even low latency systems.
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Figure 5.5: Images rendered by the simulator for snowflakes falling at (a) 0.5
mm/hr (b) 3mm/hr (c) 10 mm/hr. (d) is a long exposure (60 ms) capture of snow
falling at 0.5 mm/hr.

We performed simulations to understand the effect of snowfall rate for our im-
plemented prototype described in Sections 5.7 and 5.3. Latencies measured from
our system were used to compare system error with different algorithms. Changes
in snowfall rate do not change the latency of the systems with the no prediction or
dilation algorithm. Thus, their error rates do not change either with the no predic-
tion algorithm resulting in 70% error and the dilation algorithm resulting in 2%
error. On the other hand, the linear prediction algorithm depends on the number
of objects in the image, and therefore, causes an increase in computation time re-
sulting in more error for higher snowfall rates. Error is approximately 15% for a
light snowfall (0.3 mm/hr) and increases to 35% for blizzard-like snowfall rates
(10 mm/hr).
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Figure 5.6: The effect of latency on system performance with various algo-
rithms. On average, the no prediction algorithm achieves 95.7% light throughput,
while linear prediction and dilation (1×5 kernel) achieve 84.9% and 87.6% light
throughput, respectively. Latency is plotted on a logarithmic scale.

5.3 Programmable Headlight Prototype: Proof-of-
Concept

The lessons learned from design exploration in the previous Section were used to
guide the development of a Programmable Headlight prototype, which consists of
four main components: an image sensor, processing unit, spatial light modulator
(SLM), and beam splitter. The imaging sensor observes the road environment
in front of the vehicle. Additional sensors such as RADAR or LIDAR can be
incorporated into the design to complement the camera. The processor analyzes
image data from the sensor and controls the headlight beam via a spatial light
modulator. The spatial light modulator (e.g., digital micro-mirror device, liquid
crystal display, liquid crystal on silicon, etc.) modifies the beam from a light

17



source by varying the intensity over space and time in two dimensions. We use
a DMD because its high working frequency and small pixel size permit high-
speed modulation and fine illumination control, which makes it possible for our
headlight to quickly react to objects as small as snowflakes and objects as large as
vehicles.

The camera and SLM are co-located along the same optical line of sight via
a beam splitter, which virtually places the image sensor and DMD at the same
location. Co-location is advantageous because it makes calculating the distance
to objects unnecessary. Consequently, there is no need to perform costly compu-
tations required for depth estimation and 3D tracking. Also, a single homography
will map the camera and projector image planes regardless of the scene. If the
image sensor and DMD chip are placed very close to each other, the beam splitter
is not required. Similar systems with a similar design have been described by [25]
and [24], but their systems are too slow for high-speed automotive applications.
High latency in conjunction with road effects like wind turbulence and vibration
will require complex prediction algorithms that will add latency to the system
making it unusable.

Figure 5.7: Left: Prototype of our programmable automotive headlight design
(computer not pictured). The camera, spatial light modulator, and beam splitter
are firmly mounted to an optical breadboard. A mirror to the side of the beam
splitter deflects reflected light from the light source upward. Right: Road tests
were conducted by securing the prototype to the hood of a vehicle with a suction
cup-based mount. An acrylic enclosure was constructed to protect components
from dust, dirt, and moisture.

18



5.4 Design and Implementation of a Prototype
We designed and implemented a prototype with low latency and high data through-
put (Figure 5.7), and conducted road tests to demonstrate the feasibility of our
DMD-based headlight design. The camera and SLM must have a very fast frame
rate, e.g., kilohertz range, to capture images of fast moving objects and to cre-
ate illumination patterns that are imperceptible to drivers. Consequently, a lot of
data must be transferred to and from the processing unit with minimal latency.
To achieve these goals, components with high-speed interfaces were tightly in-
tegrated through hardware and software. The prototype measures 45 cm wide,
45 cm long, and 30 cm tall and is currently too large to install in a vehicle as a
headlight. The current size is due to using off-the-shelf components. Specialized
embedded hardware with an integrated imaging, processing, and SLM unit will
be required to create a compact headlight. Road tests were conducted by securing
the prototype to the hood of a vehicle with a suction-cup based vehicle mount. A
custom acrylic enclosure protects the system from dust, dirt, and moisture. We
demonstrate in Sections 6.1 and 6.2 that the prototype performs a variety of tasks
at typical traffic speeds.

5.4.1 Sensing the Road Environment
A camera (Basler acA2040) with a CMOS sensor highly sensitive to light with
correlated double sampling to significantly reduce noise was used to capture im-
ages. The camera is sensitive to visible and near infrared light since most objects
of interest are detectable within this spectrum of light. Monochrome imagery is
used to avoid the computational overhead associated with demosaicing the Bayer
pattern. A global shutter with area scan is used to avoid distortion effects common
with the rolling shutter. Latency is reduced via a pipelined pixel architecture that
permits exposure during readout. The camera’s extended CameraLink configura-
tion has transfer rates of up to 6.8 gigabits per second. The camera is mounted to
a set of linear stages for fine control during calibration.

5.4.2 Image Processing and System Control
A desktop computer provides an interface between the camera and SLM, performs
image analysis, and controls the system. The computer was custom built using an
Intel Core 3.4 GHz (i7-2600K) CPU with eight cores and hyper-threading tech-
nology. A PCI express 2.0 frame grabber (Bitflow Karbon SP) that transfers image
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Figure 5.8: Timing diagram of the three-stage pipeline with execution times in
milliseconds. Capture refers to camera exposure. Process refers to analysis of
images and system control. TX denotes data transfer between camera and com-
puter or between computer and SLM. Latency is the time required to illuminate
the scene after capturing an image.

data directly into computer memory without any buffering. The main processing
tasks were parallelized to reduce latency and increase system responsiveness. The
three-stage processing pipeline is shown in a timing diagram (Figure 5.8) with
times measured from the prototype system as described in Section 5.6. Capture
refers to the integration time of the camera. TX denotes the time to transfer image
data to the host computer and the time to transfer data from the host computer to
the SLM. Process refers to image analysis and system control. Illumination refers
to directing light to the scene for a single cycle.

Since execution time is critical, the focus of image analysis algorithms is on
speed rather than accuracy. Image analyses were performed using OpenCV com-
piled with Intel Integrated Performance Primitives and Thread Building Blocks
to maximize parallelism. Functions that perform per-pixel operations were com-
bined using SSE2 intrinsic functions, when possible, to reduce the computation
time associated with multiple iterations over the image. Pre-computable opera-
tions such as distortion correction and perspective transformation were initialized
and stored in look-up tables. After analyzing images, illumination patterns are
encoded and stored in an array then transmitted to the SLM.
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5.4.3 High-Speed Illumination of the Road Environment
A DMD chip is used as a SLM for its spatial and temporal resolution. They are
used in consumer DLP projectors, but are driven by video frame rates, which are
well below our kilohertz target. A DLP development kit (WinTech W4100) based
on the Discovery 4100 (Texas Instruments) was used as the basis of our SLM be-
cause the board contains a user programmable FPGA (Xilinx Virtex-5) to achieve
fast update rates. The DMD chip is 0.7” with XGA (1024×768) resolution, which,
essentially means the headlight beam can be divided into 786,432 smaller beams
each of which can be turned on or off. This type of modulation gives unprece-
dented control over the illumination in space and time. Illumination patterns are
received from the host computer by USB 2.0.

The DLP development kit does not include any optics. The optics and light
source from a consumer DLP projector (InFocus IN3124) were used instead of
designing custom components. We chose this projector because it uses the same
DMD chipset as the development kit and uses a lamp brighter (4800 Lumens)
than most vehicle high beams. The projector’s native DMD chip was removed
from the optics module and replaced with that of the development kit via a cus-
tom machined mount. A copper heat sink and fan were installed to improve heat
dissipation. All of the native DLP electronic boards were left attached to maintain
operability even though only the optics and lamp are actively used.

The FPGA was programmed to display patterns faster than 1 kHz. In our
design, the FPGA receives data streamed from the host PC and produces the com-
mands for a DMD controller to display the appropriate patterns on the DMD.
Each row (1024 pixels) of the DMD is represented as a bit-vector. Transferring a
1024-bit vector for each of the 768 rows was too slow (over 1.5 ms). Instead, the
rows are subsampled by a factor of four by representing 1024 pixels by a 256-bit
vector. Some resolution is lost, but the visual impact is negligible. Data was fur-
ther compressed to increase system speed by reading out every other row from the
image sensor. The missing rows of the resulting illumination pattern are filled-in
by duplicating the previous row on the FPGA. Thus, the image is down-sampled
by a factor of 4 horizontally and a factor of 2 vertically.

5.5 System Calibration
Calibrating the system consists of co-locating the camera and SLM, and com-
puting the homography between the camera and SLM image planes. To achieve
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co-location, a beam splitter with 50% transmission and 50% reflection (Edmund
Optics) is used. The projector, rigidly affixed to the optical breadboard, illumi-
nates an object. The camera is translated in all three cardinal directions and ro-
tated until shadows cast by the object are no longer observed by the camera. This
recursive co-location procedure takes about 10 minutes to perform.

After positioning the camera and SLM along the same optical line of sight,
a perspective transform is calculated for the homography. Radial and tangential
distortion by the camera lens is characterized by capturing an image of a checker-
board image and estimating the camera’s intrinsic parameters and distortion coef-
ficients. A homography is computed by first projecting a checkerboard pattern and
capturing an image. The image is then undistorted and detected corner points are
used to compute a perspective transform. After performing these calibration steps,
the transformations are stored in look-up tables for later use and the system can
be used anywhere without modification. These calibration steps were performed
using functionality available in the OpenCV library.

Figure 5.9: A: Circuit for measuring system latency consists of an LED and a
phototransistor connected to a micro-controller board (Arduino Uno). To mea-
sure the system’s reaction time, the micro-controller measures the time for the
system to detect the illuminated LED then illuminates/dis-illuminates the photo-
transistor. B: Latency is observed on an oscilloscope (typical readout shown) and
measured/recorded by the micro-controller board. C: Histogram (0.01 ms per bin)
shows data collected over 30 minutes. The system has some uncertainty, but typi-
cally reacts within about 1 ms. D: Moving average (1 second intervals) of latency
for a trial with and without uncertainty.
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5.6 Measuring System Latency
As discussed in Section 5.4.2, the system is pipelined in three stages: image cap-
ture and transfer, image processing and transfer, and illumination. Latency of
the system is the time between capturing an image and illuminating the scene.
There are several factors that contribute to latency. Image size is directly related
to camera/computer and computer/SLM transfer time, and image processing time.
The size and number of detected objects also has an effect on latency requiring
more processing time and thus increases latency. Lastly, the computer’s operating
system has timing jitter and interrupts that add uncertainty to the latency.

To measure system latency, a circuit was built to measure the system’s time to
react to an illuminated LED (Figure 5.9A). The circuit consists of an LED, photo-
transistor, and micro-controller (Arduino Uno). The high-level idea is to measure
the response time of the system by enabling an LED and timing how long it takes
for the system to detect the LED and project light onto the phototransistor. To
achieve this, the system was programmed to illuminate the phototransistor every
other frame. Observing the signal from the phototransistor with an oscilloscope
reveals a step response as shown in Figure 5.9B. The plateau of the signal cor-
responds to the time that the phototransistor is illuminated. Time was measured
with microsecond precision and recorded with the micro-controller.

Data were collected for thirty minutes evenly divided over six separate trials
to assess repeatability. During these trials, the image resolution was 800×220,
exposure time was 750 µs, and frame rate was 1 kHz. Latency for all the trials is
shown in Figure 5.9C. Across the six trials, the system most often reacts within
1 ms and 63% of the time reacts within two standard deviations from the peak.
The average reaction time for all six trials was 1.11 ms with a variance of 0.032
ms. The histogram also reveals uncertainty in the system. This variability was
studied by averaging every 1 second worth of data. Shown in Figure 5.9D are
averaged data for two trials: one trial with little variability and one trial with a lot
of variability. The plot shows that, in either situation, latency consistently varies
by small fluctuations within a narrow band. In the worst case, the fluctuations
range from 1 to 1.4 ms.

Several strategies can be utilized to account for latency variability. The uncer-
tainty can be simply included in the illumination pattern by artificially increasing
the size of detected objects. Light throughput will decrease, but accuracy will
improve. Alternatively, temporal information can be used to predict the location
of detected objects. Care must be taken to ensure the prediction model does not
add too much time to the system’s latency. At high frame rates, a linear model
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will suffice for most applications. The time to perform processing tasks was mea-
sured, in software, with a high resolution timer (Windows API). The average time
for processing was 0.3 ms with a standard deviation of 0.04 ms (Figure 5.8). The
time to send data to the DMD board over USB was measured for 5 minutes with
an average of 0.76 ms and a standard deviation of 0.07 ms.

5.7 Programmable Headlight Prototype: Faster and
More Compact

A second prototype was built using a camera for sensing, a computer for process-
ing, and a custom-built high-speed projector for illumination. A diagram of our
hardware implementation is shown in Fig. 5.10. This system is similar to that
of [23] except with significant improvements to reduce system latency by at least
40% with minimized jitter.

5.7.1 Imaging
A computer with an Intel Core i7 3.6 GHz CPU interfaces between the camera
and projector and processes the images. A monochrome, near-infrared camera
(Basler) with a global shutter is used to capture images. The camera is capable of
low latency and high data throughput because of its pipelined pixel architecture
and extended CameraLink interface. The camera and projector are co-located fol-
lowing the procedure described in [23]. Camera exposure was synchronized to the
projector to quantize system jitter in a deterministic manner. Synchronization also
permits measuring system latency as explained in Section 5.8.1. A PCI express
2.0 frame grabber (Bitflow) is used to transfer data, without buffering, into DDR3
memory.

Software Architecture: The system’s functionality is performed with multi-
threaded software. The acquisition thread retrieves images from memory and
copies them into an image buffer shared with a processing thread, where the im-
age is processed (e.g., binarization, prediction, transformation, etc). After an
illumination pattern is computed, it is stored in an image buffer shared with a
display thread, which uses OpenGL to transfer the illumination pattern to the pro-
jector via the custom board described in Section 5.7.2. Linux Kernel 3.8 with RT
Patch (3.8.14.15.rt+) was used to ensure deterministic scheduling performance
and hyper-threading was disabled to eliminate cache-coherence issues resulting in
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Figure 5.10: Diagram of our hardware implementation of a binary reactive visual
system. Systems for other applications such as high dynamic range imaging and
reconstruction will have similar implementations, but the same main components
of sensing, processing, and projection.

minimized jitter.
Image Processing: The processing component consists of image binarization,

object location prediction, image warping, and bit-packing. Quantitative evalua-
tion of system performance is discussed in Section 5.8.2.

Binarization: Objects are segmented as follows:

B(x, y) =

{
1 if |I(x, y)− Ibg(x, y)| > α
0 otherwise,

where α is an intensity threshold and Ibg(x, y) is a pre-computed background im-
age. The 8-bit image is subtracted from the background image and then the re-
sulting image is thresholded. Since both of these are per-pixel operations, they
were combined and written in AVX2 optimized SIMD vectorized code to increase
computational efficiency.

Prediction: As discussed in Section 5.2.1, two approaches for estimating fu-
ture locations of objects were investigated.

Image Warping: Image distortion caused by the camera lens and the transfor-
mation between the camera and projector planes are stored in a look-up table. The
look-up table maps pixels from the projector’s coordinate system to the camera’s
coordinate system to guarantee that every pixel has a correspondence. Access of
the look-up table was written in AVX2 to increase the speed of memory opera-
tions. The result of the transformation is a binary image containing the illumina-
tion pattern sized to the projector resolution.
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5.7.2 Projection
A high-speed projector (4,000 Hz) was built to achieve high-speed illumination.
The projector consists of a DMD development board (WinTech W4100) [28] and
a 4,800 Lumen light source. One of the bottlenecks identified in [23] was the
time to transfer the illumination pattern to the projector over USB 2.0 (0.6 − 0.7
ms). To avoid this bottleneck, we designed a custom module to interface the PC
using HDMI directly to the EXP bus interface on the DMD board. The HDMI
board uses an integrated circuit (TI TFP401a) to parallelize the HDMI signals to
a 28-bit video signal with a pixel clock rate of 177 MHz.

The binary illumination pattern is transferred over HDMI as a 24-bit image.
Since the illumination pattern is binary, it is packed into a low-resolution, 24-bit
image. The bit-packed image is transferred to the projector at a regular interval of
250 µs. The FPGA of the DMD board was programmed to expand the bit-packed
image to the full resolution of the projector (1024×768). The board can transfer
a full resolution image in 250 µs allowing a display rate of 4,000 Hz, which is 3
times faster than [23].

System Our system [23] [12]
Resolution 960×340 960×170 1000×340 244×120
Exposure 100µs 100µs 100µs 5000µs
Image Transfer 925µs 520µs 925µs 4200µs
Acquisition 20µs 10µs

≥ 300µs‡ 4100µs‡
Binarization 20µs 12µs
Warping 160µs 80µs
Bit-Packing† 20µs 10µs
Display 250µs 250µs 760µs 4200µs
Total 1495µs 992µs ≥ 2085µs 17500µs

† Bit-packing not performed in [23] and [11]
‡ Processing time increases as the number of detected objects increases

Table 5.1: Latency of our system with two different image resolutions compared to
other reported systems. The latency of our system is independent of the number of
objects detected and can be used to emulate other systems by means of a software
delay.
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5.8 System Response Time

5.8.1 Measuring End-to-End Latency
To measure the reaction time of the system, the FPGA of the DMD board was pro-
grammed to output a trigger pulse when a new illumination pattern was received.
Latency was measured with a logic analyzer (Saleae Logic 8) as the time between
successive trigger pulses. Because the HDMI clock transfers data asynchronously
at 4,000 Hz, jitter is quantized at 250 µs intervals. For example, if there is a
delay in the system, (e.g., because of image analysis), the image will have to be
displayed after a delay of 250 µs.

In addition to measuring round-trip latency of our system, we also measured
the time to execute various processes. The latency of the system depends on vari-
ous factors including image size (transfer and processing), algorithm complexity,
and system uncertainty. Latency of our system for two resolutions (only binariza-
tion, warping, and bit-packing performed) are detailed in Table 5.1. The latency
of similar systems [12, 23] are shown in the same table.

5.8.2 Effect of Prediction Algorithms on Latency
To compare system performance with different prediction algorithms, images gen-
erated from the simulator (Section 5.2) were used to guarantee data variability and
repeatability for different trials. Latency was measured using the same method in
Section 5.8.1. Data were collected for a minute for each trial and summary statis-
tics were computed.

The image resolution for which the camera field of view covers the projector’s
field of view is 960×680. To decrease the system’s reaction time, camera images
were vertically decimated by a factor of both 2 and 4 yielding image resolutions of
960×340 and 960×170, respectively. Kernel sizes are reported as their effective
size at full image resolution. For example, a kernel of radius 9 in the full resolution
image has a radius of 5 for decimation by a factor of 2 and a radius of 3 for
decimation by a factor of 4.

For objects moving in an arbitrary direction (like the exploding ping pong
balls), dilation with an isotropic kernel is sufficient. However, for particles moving
in a generally known direction (falling snow), it is a better strategy to dilate in the
known direction. As shown in Fig. 5.11, increasing the kernel size significantly
increases latency. Latency is reported as an average, minimum, and maximum
value. Latency measured for different snowfall rates ranging from a light flurry
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Figure 5.11: Increasing the size of the dilation kernel increases the latency of the
system. Kernel radius is reported as the effective size at a full image resolution
of 960×680. Circles indicate average latency, which are quantized by the 250 µs
jitter of our system.

to a blizzard are shown in Fig. 5.12. Latency increases because the algorithm
depends on the number of objects detected, which increases with the snowfall
rate.
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Figure 5.12: The latency of a system with linear prediction steadily increases
with snowfall rate because our algorithm requires more computations to process
additional detected snowflakes. Recall, that our system has 250 µs jitter, which is
demonstrated by the average latency as indicated by circles.
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Figure 5.13: A ping pong ball with projectile motion was illuminated by the sys-
tem while capturing a long exposure image. Bright streaks (hit) show correct
illumination of the ball while dark silhouettes (miss) in the background show the
error caused by a slow reaction of the system. Results from our system are in the
top row. Results using latencies from [23] and [12] with our system are shown in
the third and fourth rows, respectively.
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Figure 5.14: Visual evaluation of system performance for rigid objects with pro-
jectile motion. A tennis ball is thrown into a bowl of ping pong balls. The first
image shows constant illumination. In subsequent images, ping pong balls are
adaptively illuminated.
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(a) (b)

(c) (d)

Figure 5.15: Visual evaluation of system performance for small objects moving
chaotically. Artificial snowflakes are dropped. Still frames from a video captured
at 30 fps are shown. In (a), snowflakes are constantly illuminated. In (b)-(d),
snowflakes are adaptively dis-illuminated while increasing the size of the dilation
kernel resulting in higher system accuracy and lower snowflake visibility.
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Chapter 6

Findings

6.1 Glare Free High Beams
Glare from the headlights, especially high beams, of oncoming vehicles cause
significant stress and distraction at best and temporary blindness at worst. Trucks
and other vehicles with headlights at high positions are the worst offenders. Al-
though, glare is not often reported as a cause of accidents, hundreds of fatal night
crashes attribute glare as a contributing factor every year [6]. Glare is especially
problematic for the elderly whom take eight times longer to recover from glare
as compared to a 16-year old [13]. Although high beams are a nuisance to other
drivers, they are beneficial on narrow, curvy, and poorly lit roads, especially in
rural areas where wildlife routinely jumps onto the road.

Glare free headlights are currently being deployed by car companies, e.g.,
[27], [18], [16], [14]. The details of their systems are publicly unavailable, but it
is known that these systems utilize multiple LEDs and sensors placed at different
locations in the vehicle, e.g, [8], [26], [22]. Based on this information, it can be
inferred that spatial resolution is limited to the number of LEDs. Camera frame
rates of these headlight systems are limited to 30 - 60 Hz and thus have high
latency [4], [1], [2]. In this section, it will be shown that a high-resolution SLM
with low latency produces the best light throughput.

6.1.1 System Requirements and Comparisons
Computer simulations were performed to determine the latency required to main-
tain high light throughput. Camera parameters and the position of our prototype
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on a vehicle were used in simulations where two vehicles traveled towards each
other at 225 kph on a two-lane, straight road. Detection and prediction were set to
be error-free guaranteeing that only system latency contributed to light through-
put. Light throughput was calculated for latencies of 2, 16, 30, 50, and 100 ms
(Figure 6.1A). Throughput remains above 90% for all latencies tested when the
vehicles are farther than 20 m apart. The reason for this is the oncoming vehicle
is moving towards the camera and its position in the image has little variation.
However, as the vehicles move closer towards each other, light throughput sub-
stantially decreases with higher latency. It is clear that the system needs a latency
of at least 2 ms to maintain 90% light throughput when the vehicles are close. The
same would be true for vehicles in further lanes or on curved roads.

Computer simulations were conducted to compare the performance LED-based
headlights to DMD-based headlights with the same latency. Since specific details
of LED-based systems are publicly unavailable, several assumptions were made:
(a) LEDs were positioned in a linear array parallel to the road and (b) all LEDs
in the array that would illuminate the oncoming driver are disabled. Simulation
results are shown in Figure 6.1B along with those of the DMD-based system. The
low spatial resolution of LED-based systems results in lower light throughput and
also creates flicker (abrupt changes in light throughput) for the driver. The flicker
can be reduced by turning off more LEDs, but with the trade-off of sacrificing
light throughput.

6.1.2 Our Headlight Design as Glare Free High Beams
The glare problem and our solution is illustrated in Figure 6.2A. Headlights from
oncoming vehicles are detected in the captured image. Headlights are detected us-
ing the assumption that they are the brightest objects in the system’s field of view.
A very short exposure (100 µs) time is used and the image is thresholded. False
detections can be reduced by excluding connected components that are too small
to be headlights. Once the locations of the vehicles are known in the camera’s ref-
erence frame, they are transformed to the headlight reference frame and the spatial
light modulator blocks light in that direction. Since the resolution offered by the
SLM is very high, only a small region above the detected headlight overlapping
the oncoming driver’s head is dis-illuminated. This type of beam blocking can be
done for any number of oncoming drivers without significant loss of illumination.
Compared to the system settings used to evaluate latency in Section 5.6, the image
resolution was increased to 1000×340 to provide the largest field of view possible
resulting in a system latency to 2.5 ms.
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Figure 6.1: Results of computer simulations of glare free headlights. Detection
and prediction are assumed to be perfect and vehicles were traveling towards each
other in adjacent lanes at a relative speed of 225 kph. Left: Light throughput as a
function of distance between vehicles for different system latencies. Right: Light
throughput for DMD- and LED- based glare free headlights for different laten-
cies. Simulations show lower latency and higher resolution results in higher light
throughput and accuracy, which will be even more relevant for curvy, multilane
roads with multiple vehicles.

6.1.3 Road Demonstrations
The system was tested on the road at night with three oncoming vehicles. Figures
6.2B-D show video frames captured from inside vehicles driving towards the pro-
grammable headlight. In Figure 6.2B, the blinding glare as the vehicles near each
other is shown. Figure 6.2C and D show the benefit of our glare free headlight.
Clearly, the difference in visibility is significant allowing drivers to see the road,
vehicle, and surroundings. The prototype was able to function for all three drivers
at the same time with little light loss. The average light throughput was calculated
from saved images to be 93.8% with a standard deviation of 3.3%. In Figure 6.2F,
tail lights were detected to avoid illuminating the driver’s rear-view mirror and
glaring them from behind. As shown in Figure 6.3, there is no discernible differ-
ence to the driver with the programmable headlight when the glare free function
is enabled. The odd shape of the light beam is due to the system’s position and the
perspective of the capturing device. Installation in the headlight bay will create a
more uniform shape and the spread of the light beam can be increased with a wide
angle lens.
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Figure 6.2: A: Illustration for eliminating high beam glare. Vehicles are identified
and small regions around drivers are dis-illuminated while maintaining illumina-
tion elsewhere. Drivers with programmable headlights can then potentially use
high beams without worry. Middle row shows view while driving towards our
prototype. B: Glare typically seen from high beams (glare free feature disabled).
C: Reduced glare when the glare free feature of our headlight is enabled. D: Glare
free headlights allow the driver to better see other vehicles on the road. E: Glare
in a rear view mirror caused by a following vehicle. F: Tail lights are detected to
avoid illuminating the rear-view mirror.
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Figure 6.3: View shown from the perspective of the vehicle equipped with our
prototype. Left: Glare free feature is disabled acting as a typical high beam. Mid-
dle and Right: Glare free feature is enabled detecting multiple oncoming vehicles
and reducing light only in the direction of each driver. Notice no discernable
difference between images.

6.2 Demonstrating Headlight Versatility
Thus far, computer simulations and demonstrations have shown that the proposed
headlight design is advantageous to current glare free headlight designs. Our
headlight can also be programmed to perform other tasks, whereas, other ad-
vanced lighting systems may require additional light sources, sensors, mechanical
parts, etc., or are insufficient due to low spatial resolution or high latency. Here we
show several tasks, such as visibility improvement in snowstorms (using artificial
snow) and illuminating roads with better contrast and lane definition (visual warn-
ing of obstacles can be seen at [3]). Also shown is a computational photography
application to examine high-speed events.

Figure 6.4: A: Our headlight has unprecedented resolution over space and time so
that beams of light may be sent in between the falling snow. Illustration adapted
from [12]. B: Artificial snowflakes brightly illuminated by standard headlight. C:
Our system avoids illuminating snowflakes making them much less visible.
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6.2.1 Improving Visibility During Snowstorms
Driving in a snowstorm at night is incredibly difficult and stressful. Snowflakes
are illuminated brightly and distract the driver from observing the entire road.
Researchers in computer vision have proposed methods for removing snow from
videos [21], [29], [15]. Processed videos can be displayed for the driver, but cur-
rent implementations are not intuitive and, at times, distracting for the driver. We
can address this problem with a solution similar to that for glare free, i.e., reacting
to detected bright objects. The main difference, however, is that the density, size,
and speed of snowflakes requires high-resolution, low-latency illumination to be
effective. Therefore, we exploit the high-resolution and fast illumination beam
control of our prototype to distribute light between falling snowflakes to reduce
backscatter directly in the driver’s visual field (Figure 6.4). However, this appli-
cation is significantly more challenging since (a) the size of snowflakes is very
small compared to an easily detectable vehicle and (b) the quantity of snowflakes
is several orders higher than the number of cars on the road. The goal is to send
as much light as possible from the headlight to sufficiently illuminate the road for
the driver while dis-illuminating snowflakes.

Computer simulations performed in [12] demonstrate that the idea is feasible.
They estimate that, for a vehicle traveling at 30 kph, the system’s latency needs
to be 1.5 ms or less to have high light throughput and accuracy. We demonstrate
improved visibility outside at night with artificial snowflakes. Snowflakes were
detected by performing background subtraction and binary thresholding. To com-
pensate for any small detection errors, dilation with a structuring element of a
radius equivalent to that of a snowflake was applied. The visibility improvement
can be seen by comparing Figures 6.4B and 6.4C. Even though the snowflakes
fall chaotically, no prediction was required because of the system’s fast speed.
For comparison, the system by [12] (13 ms latency) was demonstrated for rain
drops falling along a straight path and required a linear prediction model.

The effect of increasing the size of the dilation kernel is shown in Fig. 6.5. Ar-
tificial snowflakes (styrofoam beads) were dropped while being dis-illuminated by
the system. As the kernel size is increased, accuracy increases, and consequently,
visibility of the snowflakes decreases. Larger kernel sizes decrease the visibility
of snowflakes while increasing false positive error - evident by larger dark streaks
visible on the road. The requirements of this trade-off space will vary between
applications. Results of these visual evaluation experiments confirm those of the
simulations.
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(a) (b)

(c) (d)

Figure 6.5: Visual evaluation of system performance for small objects moving
chaotically. Artificial snowflakes are dropped. Still frames from a video captured
at 30 fps are shown. In (a), snowflakes are constantly illuminated. In (b)-(d),
snowflakes are adaptively dis-illuminated while increasing the size of the dilation
kernel resulting in higher system accuracy and lower snowflake visibility.

6.2.2 Improved Lane Illumination
Sometimes the road is not clearly visible and no amount of illumination from a
standard headlight can assist the driver. A few examples of such situations are
snow covered roads, roads without lane markings or shoulders, and poorly lit
roads. Our prototype can be used to brightly illuminate only the driver’s lane to
provide them with a visual guide. Opposing lanes, curbs, and sidewalks can be
dimly illuminated to create a strong contrast with the driver’s lane and also provide
sufficient illumination to see obstacles (Figure 6.6A). For this application, images
do not need to be captured or analyzed, and objects do not need to be tracked.
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Figure 6.6: A: Concept of illuminating the driver’s lane with high-intensity light
and illuminating the adjacent lane dimly to improve the contrast of the driver’s
lane. B: Driver’s lane more brightly illuminated than the adjacent lane. C: Demon-
stration while driving on an unmarked road. D: Concept of adjusting lane illumi-
nation based on the presence of other vehicles. E: Illumination for the left lane
stops at the oncoming driver to avoid projecting lane patterns on the vehicle. F:
Lane illumination stops in front of the vehicle in the adjacent lane and behind the
vehicle in the driver’s lane.

After computing the homography with the road plane, the headlight acts only
as an illumination device. For proof-of-concept, illumination patterns were pre-
determined for the stretch of road where experience were conducted. In practice,
the position and speed of the vehicle will be used to dynamically determine the
illumination patterns required for the road.

In Figure 6.6B, the driver’s lane and lane markings are fully illuminated, and
the adjacent lane is dimly illuminated. The same contrast is used while driving
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on a dark, unmarked road in Figure 6.6C. The opposing lane is dimly illuminated
while the driver’s lane remains fully illuminated creating a demarcation line for
the driver to follow. Vehicles driving on the illuminated lane will experience dis-
orienting illumination patterns because the system is calibrated to illuminate the
road plane. Therefore, the beam can be adjusted where vehicles are detected in
either lane as illustrated in Figure 6.6D. The adjacent lane can be illuminated up
to the location of an oncoming vehicle while maintaining full illumination of the
driver’s own lane (Figure 6.6E). Illumination can be controlled in the presence of
vehicles in both lanes as well (Figure 6.6F).

6.2.3 Early Visual Warning of Obstacles
Similar to improving visibility of the road and driving lanes, the headlight can be
used to improve the visibility of obstacles on the road. Driving long distances or
the same route routinely reduces a person’s attention to obstacles in their periph-
eral vision. Coupled with low peripheral illumination by headlights and by the
environment, it is not uncommon for people to slowly visually identify obstacles
on the side of the road - often times too slow to avoid collision. Obstacles of in-
terest could include pedestrians, wildlife, bicyclists, construction workers, traffic
signs/barriers, etc.

Our simulations with the fast moving rigid objects indicate that our prototype
system is capable of tracking objects moving up to 130 kmph across the camera’s
field of view. In the first image of Fig. 6.7, the bicyclist is barely visible even with
street lighting and the vehicle’s high beams. As the bicyclist crosses the road, our
headlight detects him and illuminates the bicycle as well as the road in the area of
the bicycle. The bicyclist was intentionally not spotlighted to avoid glaring him.
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Figure 6.7: Example of spotlighting a bicyclist to provide an early visual warning
for driver’s on the road. In the first image, the bicyclist is difficult to see even with
the high beams on. In subsequent images, the bicyclist crosses the road as our
headlight detects it and illuminates the road in the direction of the bicyclist and
the bicycle itself. The bicyclist is intentionally not spotlighted to avoid glaring
him.
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Chapter 7

Conclusions

The headlight should not be a passive device that can just be completely switched
on or off. It should be capable of adapting to the environment. Moreover, the
design for adaptive headlights should not be a one-off solution. It should be pro-
grammable capable of performing many different tasks to help the driver in vari-
ous road environments. Our headlight design provides unprecedented light beam
control over angle and time. Essentially, the full headlight beam can be split into
hundreds of thousands of tiny little beams that can be turned on or off for very
short durations (milliseconds). The flexibility and control of the headlight will
allow us to perform numerous tasks for the first time: Allowing drivers to use
high-beams without glaring any other driver on the road, allowing drivers to see
better in snow, and allowing better illumination of road lanes, sidewalks and di-
viders. The prototypes we have built can react to the road environment within 1.0
to 1.5 milliseconds with a refresh rate of up to 4 kHz. This refresh rate will not
cause any flicker to be seen by the human eye.
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Chapter 8

Recommendations

Feasibility studies and road demonstrations with our adaptive headlight prototypes
show that they can improve and enhance visibility for the driver at night during a
variety of road conditions. We have shown that glare free high beams do not af-
fect oncoming drivers. Unlike existing ‘glare-free’ headlights that automatically
switch to low beams our design provides high light throughput (high beams) for
the driver. Europe, unlike the U.S., permits a portion of the high-beam to be de-
activated such as systems with matrix-LED headlights. Our demonstrations also
show potential safety benefits by avoiding backscatter during rain/snow storms,
spotlighting pedestrians, bicyclists, and animals, and enabling contrasting illumi-
nation of the driving lane. As car companies and headlight manufacturers develop
adaptive headlight solutions, we recommend the U.S. Department of Transporta-
tion:

• Enact suitable regulations are in place to permit the deployment of adaptive
headlights on rural and urban roads.

• Establish a set of standards for which adaptive headlights should meet in
terms of performance, reliability, and durability.

• Approve and authorize a rating system for which adaptive headlights can be
graded based on their safety impact.
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