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Abstract—Vehicular crowd sensing systems are designed to achieve large spatio-temporal sensing coverage with low-cost in deployment and maintenance. For example, taxi platforms can be utilized for sensing city-wide air quality. However, the goals of vehicle agents are often inconsistent with the goal of the crowdsourcer. Vehicle agents like taxis prioritize searching for passenger ride requests (defined as task requests), which leads them to gather in busy regions. In contrast, sensing systems often need to sample data over the entire city with a desired distribution (e.g., Uniform distribution, Gaussian Mixture distribution, etc.) to ensure sufficient spatio-temporal information for further analysis. This inconsistency decreases the sensing coverage quality and thus impairs the quality of the collected information. A simple approach to reduce the inconsistency is to greedily incentivize the vehicle agents to different regions. However, incentivization brings challenges, including the heterogeneity of desired target distributions, limited budget to incentivize more vehicle agents, and the high computational complexity of optimizing incentivizing strategies.

To this end, we present a vehicular crowd sensing system to efficiently incentivize the vehicle agents to match the sensing distribution of the sampled data to the desired target distribution with a limited budget. To make the system flexible to various desired target distributions, we formulate the incentivizing problem as a new type of non-linear multiple-choice knapsack problem, with the dissimilarity between the collected data distribution and the desired distribution as the objective function. To utilize the budget efficiently, we design a customized incentive by combining monetary incentives and potential task/ride requests at the destination. Meanwhile, an efficient optimization algorithm, iLOCuS, is presented to plan the incentivizing policy for vehicle agents to decompose the sensing distribution into two distinct levels: time-location level and vehicle level, to approximate the optimal solution iteratively and reduce the dissimilarity objective. Our experimental results based on real-world data show that our system can reduce up to 26.99% of the dissimilarity between the sensed and target distributions compared to benchmark methods.

Index Terms—Mobile Crowd Sensing, Urban Sensing, Connected Vehicles, Sensing Optimization, Incentive Mechanism

1 INTRODUCTION

Mobile crowd sensing systems are designed to collect city-wide spatio-temporal data for various purposes, including infrastructure [1], [2], [3], [4], environment [5], [6], [7], [8], social applications [9], [10], [11], etc. Compared to conventional sensing systems, mobile crowd sensing systems can reduce cost and energy consumption by utilizing the low-cost mobile sensors mounted on individual mobile devices [12], [13], [14], [15], [16], [17]. Vehicular crowd sensing systems are a typical example. Mobile sensors are pre-installed on individual vehicles to sense the target data at different time and locations, which reduces the cost to deploy, manage and maintain the mobile sensor system, and becomes more flexible to various short-term tasks [18], [19], [20], [21], [22]. Typically, a vehicular crowd sensing system includes three components: a data request end, a crowdsourcer, and vehicle agents.

The data request end requests city-wide sensing data from crowdsourcer for future data analysis. When requesting, the data request end also provides the budget and a desired distribution of the collected data, which we call the target (sensing) distribution. Note we name the distribution/density of the collected data in spatio-temporal domain as the “sensing distribution” in the rest of the paper. The target distribution generally depends on the sensing objective of the data request end and consists of the desired information precision in different regions. For example, if the sensing data is collected for general air quality monitoring, the data request end usually expects the collected air pollution data to be uniformly distributed over the city to obtain enough information in different regions for real-time monitoring and forecasting [21], [23], [24]; while when monitoring mobs in a large city, forest fires, factory pollution, or special atmosphere activities during special dates or seasons, the data request end expects to spend the most budget on collecting information in the crowded areas or specific neighborhoods instead of uniformly across the city [25], [26], [27], [28], [29]. With rapidly increasing smart-city applications of vehicular crowdsensing system, the demand of the data request end becomes more diverse, which requires our crowdsourcer to be highly flexible to data requests with various target distributions.

The vehicle agent refers to vehicles, e.g., taxis, drones, buses and etc., that have pre-mounted sensors to collect specific types of data at a given sampling frequency while moving through a city. The primary goal of each individual vehicle agent is to finish its task, e.g. transporting passengers or transporting goods, to make money. Mounting sensors on these non-dedicated vehicles provides a more flexible and cheaper way to collect city-wide data for different application scenarios. For example, taxis with air pollution sensors can monitor city-wide air quality while serving passengers; and delivery drones with cameras can be used for cartography on the way to deliver packages.

The crowdsourcer plans sensing data assignments for vehicle
agents and organizes the collected data for the data request end. By integrating all data points collected by all pre-mounted vehicle agents during their movement, the crowdsourcer obtains the final sensing dataset. To satisfy the demand of the data request end, the crowdsourcer needs to 1) optimize the sensing distribution, which ensures the sensing distribution and the target distribution as similar as possible; and 2) be flexible to various desired target distributions of the data request end.
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However, a vehicle agent such as a taxi has a different goal from that of the crowdsourcer. Such inconsistency of goals often results in a lack of data collected in some areas of the city and thus low quality of sensing coverage. The goal of the vehicle agents is to look for more task requests to make money, rather than to sense data, while the crowdsourcer prefers that the taxis distribute themselves according to a target distribution required by the data request end to optimize the sensing quality. For example, to monitor the urban air quality, the data request end needs air pollution data throughout the entire city and across different time intervals to ensure sufficient information for every area [6], [7]. To satisfy the demand of the data request end, the crowdsourcer needs to distribute the air quality measurements uniformly across the city. But taxi drivers spend most time staying in the crowded areas of a city since those areas usually have more ride requests [30], [31]. As a result, few taxis appear in the large non-crowded areas, and the collected air pollution data in these areas is limited. In this case, the sensing system is not able to provide sufficient information about these areas for air pollution monitoring compared to the scenario where taxis distribute uniformly across the city. With the increasing applications of mobile crowdsensing systems, the demand of the data request end may become more and more diverse and not limited to a uniform target distribution [25], [26], [27], [28], [29], [32], [33]. The inconsistency may become more severe when the data request end requests a specifically designed non-uniform distribution. For example, the data request end may request a Gaussian distribution concentrated in factory areas where few taxis pass by. In this case, the difference between the collected data distribution and target distribution is larger than in the case of a uniform target distribution, which will significantly affect the quality of sensing coverage.

A common approach to resolve this problem is to incentivize part of available vehicle agents to new trajectories by offering money, or other forms of non-monetary incentive, e.g., higher probabilities of getting a passenger at the destination, such that the overall distribution of all vehicle agents approximates the target distribution. However, the budget provided by the data request end is often too limited to incentivize all vehicle agents when there is a huge number of vehicle agents.

In this paper, we aim to design a vehicle agent incentivizing algorithm for a crowdsourcer to optimize the sensing distribution and make it close to the target distribution with a limited budget. To optimize the sensing distribution, the key for the crowdsourcer is to figure out 1) which vehicle agents to incentivize, 2) where the vehicle agents should be incentivized to go, and 3) how much to pay for incentivizing each vehicle agent.

However, there are three challenges for this objective. 1) For generic target distributions, the difficulty of selecting vehicle agents and their appropriate incentives increases with the complexity of the target distributions. For example, with a uniform target distribution, one can intuitively attempt to ensure equal numbers of vehicle agents in each location. Most previous studies focus on a uniform distribution. When the target distribution dynamically changes over time and space, however, it becomes difficult to decide how to incentivize these vehicle agents. 2) It is difficult to design an incentive that mitigates the inconsistency of goals between the vehicle agents and the crowdsourcer. On the one hand, the crowdsourcer needs to reduce the monetary cost for each vehicle agent to better utilize the budget. On the other hand, the vehicle agents need enough incentives to ensure at least the same profit from following the specified trajectories. 3) There is a large number of vehicle agents, and the number of their candidate trajectories increases exponentially with the length of time, which makes it impossible to use an exhaustive search to obtain the optimal incentive solution.

To address these challenges, our paper introduces a multi-incentive vehicle agent dispatching algorithm. Our algorithm has three major contributions:

- **A novel modeling of the incentivizing problem:** To our best knowledge, we are the first to model the quality of sensing coverage as the $KL$-divergence between the target and sensed data distributions and formulate the sensing coverage optimization problem. We further prove that this formulation is a non-linear multiple-choice knapsack problem, which is NP-complete and impossible to solve in polynomial time.

- **A novel hybrid incentive design to reduce the incentivizing cost:** We design a hybrid incentive for the vehicle agents, which combines the non-monetary incentive of potential task requests at the vehicle agent destination (we call this a “hidden incentive”) and the monetary incentive. This combination of incentives allows us to better utilize the budget by decreasing the average cost of incentivizing one vehicle agent.

- **A novel and efficient algorithm to compute optimal the incentivizing strategy:** We introduce the algorithm iLOCuS, which incentivizes vehicLes to Optimize the sensing distribution in a Crowd Sensing system. The algorithm finds the solution to reduce the dissimilarity in a more efficient way than exhaustive search by a two-stage optimization method.

The rest of the paper is organized as follows: Section 2 introduces related work in optimizing the sensing distribution in mobile sensing networks. Section 3 formulates the problem. Section 4 proposes an optimization algorithm to solve the formulated problem. Section 5 evaluates the proposed problem formulation.
and algorithm in simulation data. Section 6 summarizes the results and concludes. The Appendix provides the proof of the theorems proposed in the paper.

2 Related Work

We outline the related work on spatio-temporal quality of sensing coverage optimization in mobile sensing networks.

In a mobile sensing system, the quality of sensing coverage refers to a combination of the data coverage, i.e., how many spatial grids and time spots the collected data covers [34], [35], [36], [37], and the data balance level, i.e. whether the collected data has a similar distribution to a given target distribution in the spatio-temporal domain [38], [39]. To achieve a good quality of sensing coverage with a limited budget, most previous works in mobile crowd sensing select a subset of vehicle agents to collect long-term sensory data in their current locations [34], [35], [40], or select dispatching destinations for vehicle agents [35], [39], [41]. These methods mainly focus on static distributions of sensors at some time point, but ignore the influences of the vehicle agents’ dynamic mobility on the quality of sensing coverage.

Accounting for the vehicle agents’ mobility makes the problem of sensing distribution optimization more complicated. As discussed in [36], the mobility of agents is a double-edged sword. On the one hand, agents’ mobility prevents the cost of deploying many fixed sensors to collect data around a large city. On the other hand, the vehicle agents’ stochastic and heterogeneous mobility makes it difficult to guarantee a reliable quality of sensing coverage over time. Recently, other works have begun to use the predictable vehicle mobility to improve the vehicle selection in mobile crowd sensing scenario [14], [15], [38], [42], [43]. There are various settings, assumptions, and objectives for these works. For example, [14] discussed how to incentivize vehicles to maximize the total number of covered regions in all time slots or the covered time length in all regions by selecting several vehicles with predicted mobility. [15] minimizes the incentivizing cost considering probabilistic and deterministic mobility models. [25] aims at identifying the important vehicles for the whole network based on their historical mobility patterns, but without considering the quality of spatio-temporal sensing coverage. [38] proposed a framework to optimize the sensing quality in the spatial domain, which assumes the mobility of each user is known and deterministic, and that all users volunteer to sense data without any incentive reward. [43] proposed a reputation-aware framework considering the vehicle availability to select vehicles that achieve target spatial coverage with budget constraints.

Our setup and objective are, in some aspects, different from previous work. In our work, sensors are already pre-mounted on vehicle agents [5], [7], [44] to make it more convenient to collect data, especially for driverless vehicle agents. For the objective, instead of only focusing on spatial coverage or temporal coverage, we aim at the joint spatio-temporal sensing distribution. With this objective, the crowdsourcer better controls the precision of sensing distribution in both time and spatial domains to fulfill the data request end’s demand. Meanwhile, instead of directly optimizing the coverage, we make the collected sensing data distribution as similar to the target distribution as possible. In this way, our system is more efficient and flexible to the various demands of data request end on the target distribution. During incentivizing, we not only select part of vehicles from all equipped vehicles, but also decide trajectories for these selected vehicles. This is quite different from previous works which only have vehicle selection but no trajectory selection. Since we jointly optimize the spatio-temporal sensing distribution, every location that the vehicle agents pass by matters in our objective function. On the one hand, being able to select trajectories for some vehicle agents makes it more flexible to incentivize vehicle agents to different locations and achieve better sensing coverage. On the other hand, the trajectory selection makes the problem more computationally complex. This is because we need to select the best trajectory for each vehicle from a huge number of candidate trajectories.

As for the incentive design, many incentivizing mechanisms are proposed based on auction and game-theoretical models, such as reverse auction [45], Stackelberg game [46] and other budget-feasible mechanisms [47], [48], [49], [50], [51] summarized and compared different types of incentivizing mechanisms for mobile crowdsensing systems. Generally the incentive could be monetary or non-monetary reward. A rule of the thumb of incentive designing is to ensure the value of the incentive is not less than the cost of vehicle agent implementing the sensing assignments.

3 Problem Formulation

Our goal is to incentivize taxi mobility so as to match the collected data distribution to the target distribution with a limited budget and a limited number of vehicle agents. We first define key components of this mobile crowd sensing problem in Section 3.1. Section 3.2 introduces the objective function in detail, which is applicable to various target distributions. Then we describe the design of customized incentives by combining non-monetary rewards to reduce the monetary cost of incentivizing vehicle agents in Section 3.3. Finally, we formulate the problem with physical mobility and budget constraints in Section 3.4.
In this section, we define key components of our mobile crowd sensing system, as shown in Figure 2. To simplify the problem, the map of a city is discretized into $a \times b$ grids according to the size of the target area and the desired spatial granularity specified by data request end. Time is also discretized into $T$ time slots, where $T$ is the incentivizing period as defined in Section 3.1.1. We denote the grid locations as $(i, j)$, where $1 \leq i \leq a$, $1 \leq j \leq b$, and the current time point is $1 \leq t \leq T$. All vehicle agents are installed with sensors and assumed to run inside the $a \times b$ map region. The data request end provides the budget, target distribution, and other requirements to the crowdsourcer. According to location and occupancy information, the crowdsourcer selects vehicle agents to incentivize and plans trajectories for them. During a specific time period, vehicle agents move inside the target region, either with their usual mobility patterns or following the crowdsourcer’s specified trajectory. Data is automatically collected along with the traces of the vehicle agents. The crowdsourcer collects and organizes the uploaded data from all vehicle agents and sends the data to the data request end for further analysis.

### 3.1.1 Data request end

The data request end requests and analyzes the data. The crowd sensing system serves the needs of the data request end. The data request end provides its requirements to the crowdsourcer: the incentivizing period $T$, the budget $B$ for incentivizing vehicle agents during $T$, and the target distribution $O(i, j, t)$. Finally, the crowdsourcer returns the crowdsensed data back to the data request end. The crowdsensed data is collected during $T$ without exceeding budget $B$, and its distribution over time and space is compared to $O(i, j, t)$. If the data request end needs multiple incentivizing periods, it should specify the respective budget and target distributions for each period.

**Incentivizing period**: denoted as $T$. At the beginning of each incentivizing period, the crowdsourcer plans and assigns the incentivizing strategies for the next $T$ time points. The length of the incentivizing period indicates how frequently we choose to incentivize a set of vehicles and should be chosen appropriately. If it is too long, the cumulative error of mobility prediction will increase with time and affect our algorithm’s performance. If it is too short, it will consume intensive computational resources. If the data request end would like data collected for a longer time span, too short, it will consume intensive computational resources. If it is too long, the accumulative error of mobility prediction will increase with time and affect our algorithm’s performance. If it is too long, the accumulative error of mobility prediction will increase with time and affect our algorithm’s performance.

**Budget**: denoted as $B$, refers to the total amount of money provided by the data request end to incentivize vehicle agents during one incentivizing period.

**Target distribution**: refers to the desired/expected distribution of data collected over time and space. The target distribution, denoted as $O$, is a distribution over time and space. $O(i, j, t)$ refers to the percentage of sensing data collected in the location $(i, j)$ at the time point $t$. Thus, we must have $\sum_{i=1}^{a} \sum_{j=1}^{b} \sum_{t=1}^{T} O(i, j, t) = 1$. The target distribution varies according to the goal of the data analysis. For example, monitoring city-wide air quality requires air pollution data from all regions of the city, and thus requires that the collected data be distributed uniformly over space and time.

### 3.1.2 Crowdsourcer

The crowdsourcer incentivizes vehicle agents based on the provided information from the data request end and current status of each vehicle agent within the incentivizing period. Figure 3 shows the details of the crowdsourcer’s planning process. The crowdsourcer takes as input location and occupancy information from the vehicle agents as well as the budget and target distribution from the data request end. The planning process of the crowdsourcer includes three steps: 1) selecting incentivized vehicle agents, where $I_c$ denotes a binary decision to incentivize vehicle agent $c$, 2) specifying the incentivized trajectory $D_c$, which will be introduced in Section 3.1.3, for each incentivized vehicle agent $c$, and 3) designing the customized incentive $B(c)$ to give each incentivized vehicle agent $c$ according to its assignment. After the planning process, if the selected vehicle agents accept the incentive, they move according to the assignment. Meanwhile, no matter whether the vehicle is selected or not, the pre-mounted sensors on the vehicle will automatically collect and upload the sensing data. Finally, the crowdsourcer will organize the collected sensing data from all vehicle agents within an incentivizing period, and send it to the data request end.
3.1.3 Vehicle agent

Vehicle agent refers to an individual vehicle with sensors pre-mounted. The sensors generally include a GPS sensor, an occupancy sensor, and sensors collecting requested information (e.g., air pollutant sensors). The GPS sensor collects location information about the vehicle agent at each time point. The occupancy sensor shows whether the vehicle agent is unoccupied so that crowdsourcer can incentivize it. Since the sensors are pre-mounted on the vehicle agents, it is reasonable to assume that there is no new vehicle entering the system in the incentivizing period.

**Status of the vehicle agent:** At the beginning of each incentivizing period, all vehicle agents have two possible statuses: unoccupied or occupied. If a vehicle agent is completing an original task at a given time, we mark its status as “occupied” and not available for further incentivizing in its occupied duration. Otherwise, we mark the status of the vehicle agent as “unoccupied”. After the incentivizing assignments are distributed, vehicle agents have three possible statuses: free, incentivized or occupied.

“Incentivized” vehicle agents follow the incentivized trajectories distributed by the crowdsourcer. “Free” vehicle agents are neither occupied nor incentivized, and cruise according to their usual trajectories. After the incentivizing assignments are distributed, vehicle agents include “occupied” vehicle agents and “free” vehicle agents, where data is collected as determined by its original task instead of the crowdsourcer.

**Trajectory:** denoted as $D_c$, refers to the mobility of a vehicle agent $c$ during the current incentivizing period. As Figure 4 shows, $D_c$ is a $a \times b \times T$ matrix. Each element of $D_c, 0 \leq D_c(i,j,t) \leq 1$, represents the probability that the vehicle agent $c$ appears in $(i,j)$ at time $t$, where $\sum_{i,j} D_c(i,j,t) = 1$. If $D_c(i,j,t) = 1$, the agent $c$ has deterministic mobility at time $t$. At the beginning of the incentivizing period, when the crowdsourcer plans the incentivizing strategies, there are two different types of trajectory from the perspective of the crowdsourcer: original trajectory for non-incentivized vehicle agents including occupied and free vehicle agent, incentivized trajectory for incentivized vehicle agents.

- **Original trajectory:** represents the original trajectory of the non-incentivized vehicle agents. Non-incentivized vehicle agents include “occupied” vehicle agents and “free” vehicle agents. The original trajectory of an “occupied” vehicle agent is known to the crowdsourcer, since it is determined by the vehicle agent’s original task and reported to crowdsourcer when the task begins. For the “free” vehicle agent which is neither occupied nor incentivized, its original trajectory is probabilistic for the crowdsourcer at the beginning of $T$. In a general 2-D map grid, there are 9 potential directions that the free vehicle agent can move to in the next time point, which is the adjacent 8 grids and current grid itself (staying in the current location). So the mobility of “free” vehicle agents are stochastic from the perspective of the crowdsourcer. The mobility can be learnt from historical mobility data [52], [53]. So a probabilistic mobility prediction model is employed to predict $P_{D_c}(i,j,t)$, which refers to the probability that a free vehicle agent $c$ appears in the location of $(i,j)$ at time of $t$. Some empirical mobility prediction models include Markov chain [54], [55], [56].

- **Incentivized trajectory:** denoted as $D_c$, refers to the trajectory that crowdsourcer assigns to the incentivized vehicle agent $c$ during $T$. The assignment is designed by the crowdsourcer so as to achieve the target distribution of the collected data. If a vehicle agent accepts the assignment and respective incentive, it becomes “incentivized” and is not allowed to take tasks during the incentivizing period. The incentivized trajectory of each incentivized vehicle agent $c$ is usually selected from the set of candidate trajectories $\{ D^{c_k}_c : k_c \in \{1, \cdots , K_c\} \}$ given $K_c$ deterministic candidate trajectories.

**Task request distribution:** denoted as $Re(i,j,t)$, refers to the probability that one vehicle agent could obtain at least one task request at a given spatial location $(i,j)$ and time $t$. It is approximated by the ratio of task request number over the number of unoccupied vehicle agents inside the grid $(i,j)$ at time $t$. The task request probability is marked as 1 if the ratio is higher than 1. $Re$ can be learned and predicted from historical task request data by applying models discussed in [57].

3.2 Objective Function: Dissimilarity between Collected Data Distribution and Target Distribution

The objective of our crowd sensing system is to optimize the sensing distribution such that sufficient information is collected at each time and location. To achieve the objective, in this study, we aim to incentivize the vehicle agents to make the sensing distribution achieve a given target distribution. However, the target distribution may differ according to the demand of data request end. To make the model generalized for heterogeneous target distributions, we define the quality of sensing distribution as how similar the collected data distribution is to the provided target distribution. Therefore, to optimize the quality, we need to reduce the dissimilarity between these two distributions. We measure the dissimilarity using Kullback-Leibler divergence from the collected data distribution to target distribution [57].

In the context of Bayesian inference, the Kullback-Leibler divergence from a distribution $O$ to a distribution $P$, $KL(P||O)$, is a measure of the change of information when one revises beliefs from the prior probability distribution $O$ to the posterior probability distribution $P$ [57]. Optimizing the sensing distribution means minimizing the information changes from the target distribution $O$ to sensing distribution $P$, which is minimizing the Kullback-Leibler divergence.

In our problem, the target distribution $O(i,j,t)$ over time $t$ and space $(i,j)$ is provided by the data request end. The collected data distribution $P(i,j,t)$ is obtained by integrating all vehicle agents’ trajectories in the spatio-temporal domain. Without the loss of generality, we assume all vehicle agents have the same sampling frequency, which is 1 data point per time point per vehicle agent. With all vehicle agents’ trajectories $\{ D_c : c \in \{1, \cdots , C\} \}$, the amount of collected sensing data at location $(i,j)$ at time $t$ is $\sum_{c=1}^C D_c(i,j,t)$. The total amount of collected sensing data by all vehicle agents during the whole incentivizing period $T$ is $CT$. Therefore, given $C$ vehicle agents, the collected sensing data distribution $P(i,j,t)$, which is also the the density of vehicle agents at grid $(i,j)$ at time point $t$, is calculated as

$$P(i,j,t) = \frac{\sum_{c=1}^C D_c(i,j,t)}{CT}.$$  

With the target distribution and collected sensing data distribution, the quality of sensing distribution is defined as the negative
of the Kullback-Leibler divergence of $P$ from $O$:

$$-KL(P||O) = \sum_{i,j,t} P(i,j,t) \log \frac{O(i,j,t)}{P(i,j,t)}$$

Therefore, optimizing the sensing distribution is equivalent to minimizing $KL(P||O)$.

For example, when the target distribution is a uniform distribution, which has probability mass function $O(i,j,t) = \text{const}$, the quality of the sensing distribution can be simplified as

$$-KL(P||O) = \sum_{i,j,t} P(i,j,t) \log \frac{\text{const}}{P(i,j,t)} = \log \text{const} - \sum_{i,j,t} P(i,j,t) \log P(i,j,t)$$

The second term $-\sum_{i,j,t} P(i,j,t) \log P(i,j,t)$ is the entropy of the collected data distribution. Previous work [38] utilizes the entropy to evaluate whether the collected data matches the target uniform distribution. Thus, our definition of the sensing distribution quality matches this previous work when the target distribution is uniform.

Furthermore, as opposed to entropy, our objective function, $KL$-divergence, directly measures the dissimilarity between the target distribution and collected sensing data distribution, and thus is more generally applicable to more complex target distributions such as Gaussian mixture distribution, etc.

### 3.3 Customized Incentives

Our incentivizing system assigns incentives to each vehicle agent to ensure that the vehicle agent is willing to execute the assignments while the total amount of incentives stays within the budget limit. We define the vehicle agent utility as the expected utility of accepting the assignment and running by herself/himself. The proof of Theorem 1 is shown in Appendix A. We also note that $B(c)$ is the minimum incentive that satisfies this property; thus, it is the minimum incentive we can offer rational vehicle agents while ensuring that they will accept.

**Theorem 1.** $B(c)$ always ensures that utility-maximizing vehicle agents are willing to accept the incentivizing assignment.

We proved that when incorporating the hidden incentive, the overall utility of the vehicle agent $c$ accepting the incentivizing assignment is larger than the utility of the vehicle agent $c$ rejecting the assignment and running by herself/himself. The proof of Theorem 1 is shown in Appendix A. We also note that $B(c)$ is the minimum incentive that satisfies this property; thus, it is the minimum incentive we can offer rational vehicle agents while ensuring that they will accept.

### 3.4 Putting It Together: Formulation Of The Vehicle Incentivizing Problem In Crowd Sensing Systems

We formalize our incentivizing policy as the solution to a minimization problem by considering each vehicle agent’s physical mobility constraints and the overall budget constraint. For $c \in$
\[ \{1, \cdots, C\}, t \in \{1, \cdots, T\}, i \in \{1, \cdots, a\}, j \in \{1, \cdots, b\}, \]

given the target distribution \(O\) and budget limit \(B\), our problem is to decide \(I_c\): whether to incentivize vehicles from \(C\), and \(k_c\): the \(k_c\)th candidate trajectory selected to be assigned to incentivized vehicle agent \(c\) for sensing data collection, such that

\[
\min_{I_c, k_1, \cdots, k_C} KL(P||O) \tag{2}
\]

subject to \(P(i, j, t) = \sum_{c=1}^{C} D_c(i, j, t) / CT \)

\[
\sum_{c=1}^{C} B(c) \cdot I_c \leq B \tag{3}
\]

\[
D_c(i, j, t) \cdot I_c \in \{0, 1\} . \tag{4}
\]

\[
D_c = D^{c_k} \text{ where } k_c \in \{0, 1, \cdots, K_c\} \tag{5}
\]

Note that \(B(c)\) is determined by \(I_c\) and \(k_c\) and thus is not included as the optimization variable. As Table 1 shows, given the whole map of a target area with longitude of \(a\), latitude of \(b\), and assignment time length \(T\), \(I_c\) is a binary indicator of whether the vehicle \(c\) is incentivized, and \(k_c\) specifies the trajectory assigned to vehicle \(c\), \(k_c = 0\) is the probabilistic trajectory when \(c\) cruises without incentivizing or passengers, and \(k_c > 0\) represents a deterministic incentivized trajectory.

In Section 3.2, we established that optimizing the sensing data distribution is equivalent to minimizing the \(KL\)-divergence. The target distribution is provided as \(O\). The resulting collected sensing data distribution \(P\) should have minimal divergence from \(O\), which is the objective function as Equation 2.

The constraints of this problem include budget constraints (Equation 4) and physical mobility constraints (Equations 5, 6). The budget constraint ensures that the total incentive assigned to all vehicle agents should not exceed the specified budget limit \(B\). Section 3.3 shows how to calculate the incentive \(B(c)\) to each vehicle \(c\) in Equation 1. To calculate the incentive, the predicted task request distribution \(R_c\) and predicted vehicle agent’s mobility \(P_{rc}\) depend on the specific application scenario. For example, in a taxi-based sensing platform in which vehicle agents wish to obtain more ride requests, we utilize the model proposed by [58] to forecast the distribution of ride requests. The mobility prediction model of the taxis can also be learned from historical trajectories of vehicles, as in [54]. We discuss the impact of errors in the task request and mobility prediction models in Section 5.

The physical constraints are generated from vehicle agents’ mobility. Due to limits on vehicle velocity, each vehicle can either move to a neighboring grid or stay in the original grid within one time unit; it cannot move further. If the vehicle agent \(c\) is selected to be incentivized, that is, \(I_c = 1\), the incentivized trajectory \(D_c\) is specified by the solution, which requires that each element in the matrix of \(D_c\) be either 0 or 1. \(D_c(i, j, t) \cdot I_c = 1\) means that in the solution, the vehicle agent \(c\) is incentivized to pass through the location \((i, j)\) at the time point \(t\). \(D_c(i, j, t) \cdot I_c = 0\) means that the incentivized vehicle agent should not pass through the grid \((i, j)\) at \(t\) if \(I_c = 1\), or the vehicle agent \(c\) is not incentivized if \(I_c = 0\). Meanwhile, whether vehicle agents are incentivized or not, there is always \(\sum_{i,j}^a D_c(i, j, t) = 1\) for all \(t\). Since each vehicle agent \(c\) can only collect one sensing point at any given time point \(t\), the summation of probability that a vehicle agent \(c\) appears in different locations at \(t\) should be one.

In the next section, an optimization algorithm is introduced to solve the above problem.

### 4 Algorithm

In this section, we propose a new optimization algorithm, iLOCuS, to efficiently solve the problem stated in Section 3.4. Given budget constraints, and vehicle mobility constraints, the algorithm selects a set of vehicle agents and incentivizing trajectories to minimize the objective function. However, the optimization problem is NP-complete, and thus cannot be solved in polynomial time. In this section, we first characterize the hardness of the formulated problem in Section 4.1. Then we propose an optimization algorithm to solve the formulated problem in Section 4.2. In Section 4.3, we discuss the mathematical insights and complexity of the algorithm.

#### 4.1 Problem Characterization

**Lemma 1.** This problem is a non-linear multiple-choice knapsack problem, with a convex non-separable objective function and non-continuous variables.

We first characterize the problem in Lemma 1. The proof is shown in Appendix B. The problem fits the basic form of a non-linear multiple-choice knapsack problem [59], [60]. The optimization version of classic knapsack problem and quadratic knapsack problem are well-known to be NP-hard. In our nonlinear multiple-choice knapsack problem, the objective function becomes the \(KL\)-divergence between integrated data distribution and target distribution, which makes the problem even harder than the classic linear knapsack problem.

To show that the optimization version of our problem is NP-hard, we first show the decision version of the problem is NP-complete. The decision version of our problem is: Does there exist a vehicle incentivizing solution such that the \(KL\)-divergence between collected sensing data distribution and target distribution is smaller than a specific value \(h\) while the constraints are satisfied?

**Theorem 2.** The decision version of our problem is NP-complete.

We showed the proof of Theorem 2 in Appendix C. In Appendix C, we firstly show the decision version of our problem can be verified in polynomial time, hence the problem is NP. Then to prove the problem is NP-hard, we show that one special case of our decision-version problem is equivalent to the decision version of the classic linear multiple-choice knapsack problem, which is widely-known and already proved to be NP-hard [60], [61], [62]. Since the special case is already NP-hard, the decision version of our problem is NP-hard. Therefore, the decision version of our problem is NP-complete. From Theorem 2, since the decision version of our problem has been proven to be NP-complete, it is reasonable to claim that the optimization version of our problem is NP-hard, which is Corollary 1.

**Corollary 1.** The optimization version of our problem is NP-hard.

Based on Theorem 2 and Corollary 1, we show that the formulated problem is NP-hard, which means it is impossible to find an exact optimal solution in a reasonably short time as the scale of the problem increases. The brute-force algorithm has a complexity of \(O(9^T)\), which is not applicable in real-world scenarios. Greedy algorithms can be employed to obtain a suboptimal, approximated solution. However, the objective function is non-separable with non-continuous variables, which is said to be “much more difficult to solve than the separable problem” [59]. Therefore, it is important to deal with the non-separable function with non-continuous variables where most of the existing greedy algorithms [59], [63], [64], [65] do not apply.
4.2 Proposed Algorithm: iLOCuS

To solve the formulated non-linear knapsack problem, we proposed iLOCuS. The basic idea of iLOCuS is that, instead of directly estimating the gradient of KL-divergence with respect to each vehicle agent and its trajectories, we can decompose the non-separable objective function in two stages, firstly by spatio-temporal grid level and then by vehicle agent level. In detail, iLOCuS does the following steps in an iterative way: 1) find the time-location pair with the highest ratio between the number of vehicle agents in current solution and the desired vehicle agents at the respective time and location, and 2) dispatch part of the vehicle agents until the budget is spent. The solution is constructed by randomly selecting vehicle agents until the budget is spent. We firstly initialize a feasible solution with respect to the constraints, which is implemented by randomly selecting vehicle agents. We can decrease the KL-divergence approximately most by updating the trajectory of the vehicle agent $c$ to $D^k_c$ in the current solution $S$. To distinguish different candidate trajectory for each vehicle agent, we use $D^k_c$ to express the $k$th possible trajectory of the vehicle agent $c$. When an unoccupied vehicle agent is not incentivized, she/he follows the usual trajectory, which is a probabilistic trajectory learned from $P_{cv}$, and denoted as $D^0_c$.

The basic idea of designing the $V(c, D^k_c, D^k_i)$ is to use the first-order gradient to approximate the difference induced by switching the trajectory. Take $(c, k')$ as $arg \max_{c,k'} V(c, D^k_c, D^k_i)$ from all possible $V$ belonging to vehicle agents in $(i^*, j^*, t^*)$. We can decrease the KL-divergence most by updating the trajectory of the vehicle agent $c$ to $D^k_c$ in the current solution $S$. To distinguish different candidate trajectory for each vehicle agent, we use $D^k_c$ to express the $k$th possible trajectory of the vehicle agent $c$. When an unoccupied vehicle agent is not incentivized, she/he follows the usual trajectory, which is a probabilistic trajectory learned from $P_{cv}$, and denoted as $D^0_c$.

The time complexity of the algorithm is upper bounded by $O(CT^4)$, where $C$ is the total number of vehicle agents and $T$ is the length of each incentivizing period. For each vehicle agent, it has $O(T^2)$ potential destinations. Therefore each vehicle agent can only travel in the graph constructed by the $O(T^2)$ vertices and the $O(T^3)$ edges connecting those vertices. Using the Bellman-Ford algorithm to find the trajectory with maximum value from all the candidate trajectories will cost $O(T^2 \cdot T^2) = O(T^4)$. Therefore in the worst case, the overall time complexity for our algorithm is upper bounded by $O(CT^4)$.

4.3 Insights Behind iLOCuS

Our objective function is non-separable with respect to the variables $I_c$ and $D_c$, since it cannot be converted to the form $\sum_q f_q(I_c, D_c)$, i.e., a linear combination of a group of functions $f_q$. Meanwhile, both $I_c$ and $D_c$ are not continuous variables. Therefore, it is difficult to use the conventional gradient descent method with respect to the optimization variables $I_c$ and $D_c$. However, the objective function is convex with respect to $P(i,j,t)$. To minimize the objective function, we can do gradient descent on each $P(i,j,t)$ until the gradient is near 0, which is similar to the idea of coordinate descent with respect to the variables $\{P(i,j,t) : \forall i, j, t\}$. Given a convex function $f(x_1, \ldots, x_n)$ for which it is difficult to simultaneously perform gradient descent with respect to $X = (x_1, \ldots, x_n)$, coordinate descent performs gradient descent at $x_1, \ldots, x_n$ separately to achieve the optimal solution with a much faster convergence rate [66], [67], [68]. The gradient of the objective function with respect to $P(i,j,t)$ is then

$$\frac{\partial KL(P||Q)}{\partial P(i,j,t)} = \log \frac{P(i,j,t)}{O(i,j,t)} + 1$$

To accelerate the gradient descent at $P(i,j,t)$, we need to select the steepest direction, which is $arg \max_{i,j,t} \log P(i,j,t)/O(i,j,t)$. Then at each iteration, we keep doing gradient descent on each $P(i^*, j^*, t^*)$ until the objective function converges. To decrease the gradient, we need to remove some of the vehicle agents in $(i^*, j^*, t^*)$. Whichever vehicle agent is removed, the gradient with respect to current $(i^*, j^*, t^*)$ always decreases by the same amount as $\log 1/(CT \cdot O(i^*, j^*, t^*)) + 1$.

Algorithm 1: iLOCuS

Input: Location and occupancy information for all vehicle agents

Output: An improved feasible solution $S^*$

1. Initialize a feasible solution $S = \{I_c, D^0_c\}$ and respective incentive $B(c)$ for all $c \in \{1,\ldots,C\}$
2. Set $S^* = S$
3. For $i + + \leq MaxIter$ do
   4.   $S = S^*$
   5.   Select $(i^*, j^*, t^*) = arg \max_{i,j,t} P(i,j,t)/O(i,j,t)$
   6.   Select vehicle agents where $D^k_c(i^*, j^*, t^*) > 0$ and get the set $tmp_c$
   7.   $c = tmp_c \rightarrow head$
   8.   While $c! = null$ do
      9.     Get potential trace set $\{D^k_c\}$ of vehicle agent $c$, where $k \in \{1,\ldots,K\}$
      10.    If Total cost is less than $B$ then
      11.        Select $k = arg \max_k V(c, D^k_c)$
      12.        $c = c \rightarrow next$
      13.     Else
      14.        Select $(c', k') = arg \max_{c,k} V(c, D^k_c, D^k_i)$
      15.        If $k' > 0$ then
      16.            Update $S^*$ as $I'_c = 1$ and $D^k_c = D^k_i$
      17.            Update respective incentive $B(c')$
      18.        Else
      19.            $I'_c = 0, B(c') = 0$
      20.        End
      21.     End
   22.   End
23. Output $S^*$ including $I_c, D_c = D^k_c$, and respective incentive $B(c)$.
However, the change in the objective function induced by switching the trajectory varies with different vehicle agents. When removing one vehicle agent at \((i^*, j^*, t^*)\), there must be some other \((i', j', t')\) in which the number of vehicle agents increases. Different \(P(i, j, t)\) are no longer independent with each other when changing \(I_c\) and \(D^k_c\), since \(P(i, j, t)\) is respect to the overall vehicles’ distribution, while \(I_c\) and \(D^k_c\) are respect to each vehicle’s mobility. Therefore, directly using the conventional coordinate descent method cannot solve our problem. It is important to consider how to change \(I_c\), \(D^k_c\) to realize the largest decrease of the objective function while performing gradient descent with respect to \(P(i, j, t)\).

It is computationally expensive to directly calculate how much the objective function decreases with switching a trajectory. We approximate this change using the product of the gradient and the amount of leftover budget in the current solution. It is generally easy to compute \(V\) is a sparse matrix. Also, when computing the gradient at the beginning of each iteration, we have stored the matrix of \(\log P(i, j, t)/O(i, j, t) + 1\). Denote \(C^*\) as the set of vehicle agent \(c\) where \(D^k_c(i^*, j^*, t^*) > 0\). For \(c \in C^*\), we firstly check whether a potential new trajectory \(D^{k'}_c\) satisfies the budget constraints and store the respective incentive for future usage. The number of budget-feasible trajectories changes with the amount of leftover budget in the current solution. It is generally much smaller than the total number of candidate trajectories. For a budget-feasible trajectory \(D^{k'}_c\), we can use the dynamic programming method like Bellman-Ford algorithm to obtain the best trajectory \(D^k_c\) for \(c\) to incentivize to. If \(k' = 0\), it means the best solution is to let the vehicle agent \(c\) run as usual without incentivizing. Otherwise, we will incentivize the vehicle agent \(c\) to the trajectory \(D^{k'}_c\) instead of its original trajectory. The algorithm repeats the above steps until the KL-divergence converges or the maximum number of iterations is achieved. We will output a final solution \(S^*\), which contains 1) \(I_c\): whether one vehicle agent is incentivized, 2) \(D_c\), the trajectory the vehicle agent \(c\) is assigned, and 3) respective incentives \(B(c)\) for all incentivized vehicle agents.

5 Evaluation

To evaluate our algorithm, we used a real mobile crowd sensing system based on taxis to collect real-world historical data of taxis’ mobility and conduct experiments to show the performance. In Section 5.2 and 5.3, we evaluate the impact of the number of vehicles, budget, target distribution, incentive mechanism, and mobility prediction model accuracy on the KL-divergence. We compare the performance of iLOCuS with no incentivizing, random incentivizing, random incentivizing with the proposed incentives, and Greedy method to optimize the spatial coverage.

5.1 Experiment Setup

5.1.1 Experimental Dataset

This paper uses real-world taxis’ trajectories to evaluate our algorithm design. The dataset includes trips of 20,067 taxis in one month in the city of Beijing, one of the biggest cities in China. Each record in the dataset contains taxi id, time, location and occupancy status. The location is expressed as longitude and latitude while the occupancy status represents whether the taxi is occupied by one or more customers. Each taxi collects one record every minute whenever it is operating. We also have the respective ride request information. The evaluation area occupies a size of 15km by 15km and is discretized into a 15 \times 15 map grid, in which each grid has the size of 1 \times 1.

We predict the mobility of each vehicle agent using the method developed by [54] where the spatio-temporal dynamics of taxi mobility are probabilistically encoded using a Markov model to improve the prediction accuracy. As for the task request prediction, we utilize the time-space graphical model proposed by [58] and combine historical ride requests of Beijing taxis to forecast the ride request distribution in Beijing city. By learning the temporal evolution and spatial property of the constructed ride request topological graph, this model has been shown to be accurate on the real-world dataset in [58].

We use the Beijing taxi trajectory dataset during November 2015. We discretize the map with 1km grids. We set the incentivizing period as \(T = 10\)min, which depends on the average distance of a riding, 5km, and the average velocity of vehicle agents, 30km/h. We set the time resolution as 2min, which is the average time needed to run 1 grid. Due to the 2 USD flag-down fare of Beijing taxi, we adopt \(r_u = 2\)USD/min, \(r_{min} = 2\)USD and \(r_{max} = 20\)USD. The first 3 weeks’ data is used for training mobility prediction and ride request prediction models, while the rest of the month is used for testing our method. To simplify the problem, we consider the sampling frequency of each vehicle agent as 1 data point per 2 minutes, which means in each grid, a taxi can collect 1 data point. This can be expanded to a higher sampling frequency, but the sensing distribution will not change.

We assume that all vehicle agents stay inside the map where the crowdsourcer aims to sense. In order to consider the temporal variations of taxi density, taxi mobility pattern, and ride request density, we take data from multiple times of a day 0:00 am, 6:00 am, 9:00 am 12:00 pm and 6:00 pm.

5.1.2 Benchmark Methods

We adopt three benchmark methods to compare our algorithm with and to validate our algorithm’s ability to improve the sensing distribution quality.

- **No Incentivizing (NA):** This method does not incentivize taxis nor match ride requests. All the taxis just follow their original trajectories. We can check the performance improvement of our method by comparing with NA.

- **Random Incentivizing (RND):** This method randomly selects taxis and incentivizes them to the sparsest areas with random trajectories within the given budget. RND always offers the maximum monetary incentive \(r_{max}\). By comparing this method with our method, we can check the performance improvement brought by our customized incentive and optimization scheme.

- **Random Incentivizing with Ride Request Prediction (RND_RQ):** This method randomly incentivizes taxis and
trajectories within the budget while offering the incentive $B(c)$ as described in Equation 1, which includes the ride request in the destination as a hidden incentive. By taking the same incentive mechanism, we compare this method with our method to show the performance improvement of optimizing the incentivizing decision $I_c$ and assignment trajectory $D_c$.

- **Greedy-SC:** This method is from [14] discussed in Section 2. Greedy-SC is developed to greedily choose vehicle agents that can maximize the Cost Effectiveness value to maximize the number of covered region in all periods of time using predictable mobility of vehicle agents.

### 5.1.3 Performance Metrics

We take the objective function, $KL$-divergence, as one of the quantitative evaluation metric. As discussed in Section 3.2, small $KL$-divergence means high quality of sensing distribution. Therefore, the algorithm minimizing $KL$-divergence performs the best.

To show how much the $KL$-divergence is decreased by algorithm $algo^*$ compared to benchmark method $algo$, we define the divergence reducing percentage (DRP) as follows:

$$DRP(algo^*, algo) = \frac{KL_{algo} - KL_{algo^*}}{KL_{algo}}.$$  

$DRP$ measures how much $algo^*$ decreases the $KL$-divergence compared to $algo$, which represents the improvement of the quality of sensing distribution by using the incentivizing policy from $algo^*$. The higher the $DRP$ is, the better the algorithm performs.

### 5.2 Performance under Multiple Target Distributions

To show the performance under different target distributions, we investigated 4 target distributions under the same budget (1000 USD), vehicle number (500):

- **Ob_dist_1** Uniform distribution over the temporal and spatial domain. For example, when data request end needs the air pollution data over all regions [5], [38].
- **Ob_dist_2** Gaussian distribution over the spatial domain, where the probability mass function achieves the maximum at the grid (10, 10) with fixed variance at each time point. For example, when data request end plans to focus on monitoring the factory neighborhood during daytime and center area during night [27], [29].
- **Ob_dist_3** Gaussian mixture distribution over the spatial domain, where the probability mass function is centered at the grid (5, 10) and (10, 5) with fixed variance at each time point. For example, when data request end plans to focus on monitoring both the factory neighborhood and center areas all day [27], [29].
- **Ob_dist_4** Gaussian distribution in spatial domain but the probability mass function achieves the maximum at different grids at different time. For example, when data request end would like to monitor the factory neighborhood during daytime and center area during night [27], [29].

Uniform distribution is one of the most common target distribution for sensing systems [38], [69], [70], which ensures the information is collected uniformly over the temporal and spatial domain. Gaussian distribution and Gaussian mixture distribution over spatial domain consider two common distributions. In these two distributions, the importance level of sensing data changes with their spatial location, while keeping consistent over time. Using these two distributions aims to test the performance of $iLOCuS$ in the type of scenario where the data request end may focus more on some specific area(s) and expect to obtain more information near the target spatial area(s). A Gaussian distribution over temporal and spatial domains targets a more complicated distribution, where the importance level of sensing data changes with both time and their spatial location. We investigate the 4 different distributions to show the generalization of our algorithm. Figure 5 visualizes an example of the incentivizing results compared with a target uniform distribution. The sensing distribution, which is also the taxi distribution, at the beginning of one incentivizing period is shown in the column of $t = 1$. While from the next time point $t = 2$ to the end of the incentivizing period, the sensing distribution of $iLOCuS$ is much more uniform than the benchmark methods. Figure 5 shows that the dark red and the dark blue areas in the results of no incentivizing (NA), which indicate too much or too few taxis, disappear in the results of $iLOCuS$.

#### 5.2.1 Observations

Figure 6 shows that $iLOCuS$ always outperforms the benchmark methods, which proves the robustness of $iLOCuS$ under different
target distributions. Figure 6(a), 6(b), 6(c) and 6(d) compare the performance of iLOCuS with benchmark methods under the Ob_dist_1, Ob_dist_2, Ob_dist_3, and Ob_dist_4 at different time of a day. The results show that the KL-divergence of iLOCuS is always smaller than the other benchmark methods under the 4 different target distributions. Table 2 presents the divergence reduction percentage of each method compared to no incentivizing. It is shown that under Ob_dist_1, iLOCuS reduced the KL-divergence of 26.99% on average compared to no incentivizing, which improves 19.76% and 19.82% compared to random incentivizing and random incentivizing with proposed incentive, respectively.

Combining Figure 6 and Table 2, we make several observations that we elaborate below: 1) The KL-divergence under no incentivizing (blue line) in Figure 6, mostly achieves the maximum at 12:00 pm and the minimum at 0:00 am or 6:00 pm except Ob_dist_2. 2) The KL-divergence obtained by our algorithm iLOCuS has the similar trend with the KL-divergence under no incentivizing. 3) Our algorithm performs best on both KL-divergence and DRP under Ob_dist_1, which is uniform target distribution. 4) At most time, random incentivizing (random incentivizing and random incentivizing with proposed incentive) performs better than no incentivizing.

For observation (1), at around 12:00 pm, people mostly work and travel in the central area. Thus most taxis also gather in the central area to locate passengers and/or ride requests. This results in a highly concentrated distribution, which is quite different from the target distributions. At 0:00 am, there are few human activities in the central area, and the traffic is less congested. The drivers are able to cruise in a larger area for finding passengers. At 6:00 pm, people head back to the residential areas, which are mostly located on the border of the map. Therefore, at 0:00 am and 6:00 pm, the taxis mostly head to the area which has few taxis at daytime (12:00 pm), which is similar with common commuting pattern in large cities [71]. This makes the sensing distribution less different from our target distributions compared to 12:00 pm. For Ob_dist_2, the KL-divergence under NA at 9:00 am is similar with 0:00 am. It may be because the taxis gather in the center area closer to the grid of (10, 10) at 9:00 am. The difference between Ob_dist_2 and Ob_dist_4 may be because Ob_dist_4 has changing variance in time domain, while the Ob_dist_2 requires uniform distribution over the time domain.

For observation (2), our incentivizing algorithm is based on the mobility of all the taxis. There are around 100 – 250 occupied taxis from the 500 total taxis. These occupied taxis
are not able to be incentivized, which means that the quality of sensing distribution will be significantly influenced if these taxis gather in the center area. Meanwhile, if the traffic conditions and weather conditions influence the sensing distribution under no incentivizing, our incentivizing results will be changed in a similar way. Therefore, the performance of iLOCuS is closely correlated to the no incentivizing sensing distribution.

For observation (3), compared to the uniform distribution, the three Gaussian distributions, Ob_dist_2, Ob_dist_3 and Ob_dist_4, are more concentrated. From Figure 6, we found the KL-divergence under NA in uniform distribution ranges in [0.4, 0.7], which is much smaller than the KL-divergence under NA in those Gaussian distributions which ranges in [1.1, 2.8]. This shows that these Gaussian distributions diverge much more from the real vehicle distribution than uniform distribution. Incentivizing vehicles to the three Gaussian distributions are more difficult than to uniform distribution under the same conditions.

As for observation (4), in general, random incentivizing can make the distribution more uniform than no incentivizing since random incentivizing dispatches the taxis to the destinations where there are fewer number of taxis. But the random incentivizing methods perform much worse than iLOCuS, as shown in Table 2. This may be because those random incentivizing methods do not consider the influence of trajectory on our objective function.

We compared iLOCuS with Greedy-SC as well. Figure 7 compares the DRP between Greedy-SC and iLOCuS under 4 different target distributions in the same condition. It can be found that directly using Greedy-SC will only increase the dissimilarity between the collected data distribution and target distribution. This may be because 1) the objective of Greedy-SC only cares about the coverage in the spatial domain, therefore not jointly optimizing the sensing distribution on both temporal and spatial domains; 2) the objective of Greedy-SC only cares about the number of covered grids instead of the exact density of collected data points at each grid. So the collected data distribution by Greedy-SC is far from the target distribution considering both temporal and spatial domains. The absolute DRP of Greedy-SC achieves the maximum for uniform distribution, which may be because the KL-divergence is sensitive to the changes of density in all grids in uniform distribution but only center grids in Gaussian distributions.

5.2.2 Time Complexity
We also show the convergence of iLOCuS with Ob_dist_1 as the target distribution at different times of the day. Figure 8(a) shows that iLOCuS converges after around 20 – 60 iterations, which shows the convergence. The variance of the converged value of KL-divergence is smaller than the variance of KL-divergence based on the finally collected data in Figure 6(a). This is because the crowdsourcer optimizes the policy based on the probabilistic mobility prediction of each unoccupied vehicle agents but the vehicle agent will finally only choose one deterministic trajectory during running in real scenarios. By improving the accuracy of mobility prediction, this variation can be mitigated. Figures 8(b) and 8(c) compare the time complexity under different numbers of vehicles and lengths of incentivizing period. The time of Greedy-SC increases faster with the number of vehicles than iLOCuS, but slower with length of incentivizing period than iLOCuS. The complexity of Greedy-SC is $O(C^2T)$ while iLOCuS is $O(CT^2)$. Our iLOCuS depends more on the length of incentivizing period because that Greedy-SC only selects vehicle agents but no trajectories while iLOCuS selects both vehicle agents and the trajectories for incentivized vehicle agents.

Since iLOCuS and Greedy-SC have different optimization objective function, here we mainly focusing on comparing their overall performance. In the following exploring influence factors on our iLOCuS, we will no longer compare to Greedy-SC.

5.3 Influence Factors
In this section, we investigate the performance of iLOCuS under different influence factors, including the number of vehicles, budget, incentives, the accuracy of mobility prediction, and vehicle’s acceptance rate. We use Ob_dist_1 as the target distribution for this analysis. The results show that iLOCuS is robust to different setups and always outperforms the benchmark methods.

5.3.1 Number of vehicles
With uniform target distribution, under different number of vehicles, iLOCuS always achieve the lowest KL-divergence compared to benchmark methods as Figure 9 shows. With increasing number of vehicles, there are more free vehicles available and thus the KL-divergence decreases in all methods. Figure 10 shows a similar trend that the KL-divergence decreases with the number of cars with the target distribution of Ob_dist_2. For Figure 9(a), (9b) and red line in Figure 10, we fix the other influence factors as budget and take the average at different times of the day.

We also compare the averaged KL-divergence across different times of the day obtained by different algorithms under uniform distribution. We get $\text{DRP}(\text{algo}, NA)$. $\text{DRP}(\text{algo}, NA)$ measures how much the KL-divergence is reduced by the algorithms.
GI RQ over time with the average of NA over time under the different number of vehicle agents. Meanwhile, the KL-divergence outperforms the benchmark methods. With more budget constraint limits the ability to incentivize more vehicles to improve the sensing quality, which makes the increasing more difficult.

(iLOCuS, RND, and RND_RQ) compared to no incentivizing (NA). It is shown that the DRP of iLOCuS outperforms other benchmark methods and achieves up to 31.35% improvement. All algorithms reach their maximums when the number of vehicles is 200. When the number of vehicles is less than 200, more vehicles improve the flexibility for the algorithm to incentivize and incentivize vehicles. So the DRP increases with the number of vehicles increasing to 200, even though the reference KL-divergence in no incentivizing keeps decreasing as Figure 9(a) shows. When vehicle number keeps increasing from 200 with the fixed budget, it is possible that when the number of vehicles becomes larger, more vehicles need to be incentivized to realize the same sensing distribution with that under a small number of vehicles. Since all algorithms need to incentivize the vehicles, the budget constraint limits the ability to incentivize more vehicles to more sparse places to improve the sensing quality, which makes the increasing more difficult.

5.3.2 Budget

Figure 9(c) shows that the KL-divergence obtained by all methods except no incentivizing decreases with increasing budget with uniform target distribution. Under different available budgets, iLOCuS outperforms the benchmark methods. With more budget available, all methods can incentivize more vehicles except no incentivizing. Meanwhile, the KL-divergence obtained by iLOCuS decreases more quickly than the benchmark methods with budget increasing. This shows that our algorithm utilizes the budget much more efficiently than other methods. Figure 10 shows similar trend that the KL-divergence decreases with the budget with the target distribution of Ob_dist_2. For Figure 9(c), 9(d) and black line in Figure 10, we fix the number of vehicles as 500 and take an average at the different times of the day.

Meanwhile, as Figure 9(d) shows, DRP of iLOCuS increases as budget increases and achieves around 154% when the budget is 8000. The difference between iLOCuS and benchmark methods also increases. Compared to no incentivizing and random incentivizing, iLOCuS can reduce the cost of incentivizing vehicle agents using ride request as hidden incentives, and realized the same performance (KL-divergence) with less budget. Compared to random incentivizing with proposed incentive, iLOCuS selects and incentivizes the vehicles which can help reduce the objective value the most, and thus better utilizes the budget.

5.3.3 Incentives

We then explore the application of our algorithm under different incentives. We test the performance of our optimization method using fixed incentives r_max instead of B(c) defined in Equation 1. We denote Act_GI as the policy obtained by using our optimization algorithm with all the incentives of r_max. We get the divergence reducing percentage of each method compared to no incentivizing. As Figure 11(a) shows, the DRP of all methods rank as iLOCuS > Act_GI > RND_RQ \approx RND, while all the methods outperform than no incentivizing.

The results show 2 points: 1) our optimization algorithm can help decreasing the KL-divergence sufficiently with different incentive methods. 2) with our optimization method, the new customized incentive can efficiently improve the performance of our crowd sensing system when comparing iLOCuS and Act_GI.

We compared the performance of using our optimization method and general constant incentive Act_GI (magenta), with random incentivizing (red) and random incentivizing with proposed incentive (black) in Figure 11(a). Even with constant incentives, our optimization algorithm still reduces the divergence significantly.

5.3.4 Mobility prediction accuracy

We showed the robustness of our algorithm to the different accuracy levels of mobility prediction. Here we need to take mobility prediction results for taxis with different accuracy. When taking mobility distribution with varying bias, we first compute the Euclidean distance between a candidate trajectory to the
trajectory finally chosen by the taxi [72]. Taking the distance $d$ as the variable, we assign probability $p(d)$ obtained from Gaussian distribution $p(d) \sim N(\sigma, \mu^2)$. If the mobility prediction model is accurate, there should be $\sigma = 0$. Here, we set the bias of mobility prediction model ranging in $[0, 10]$. With different configured Gaussian distribution bias, we can obtain multiple mobility prediction models with varying accuracy level. As Figure 11(b) shows, the smaller the error is, the more accurate the mobility prediction model is.

As Figure 11(b) shows, iLOCuS is robust to the different accuracy level of mobility prediction model. Although KL-divergence increases when the prediction error is larger, iLOCuS always outperforms the benchmark methods. The KL-divergence gradually increases with increasing prediction error, and converges at around 8. The KL-divergence obtained at error of 0 is 71.57% of the KL-divergence obtained at error of 10. The increasing pattern of KL-divergence is because the mobility prediction influences our estimation on each vehicle’s positions in future duration, on which our incentivizing method is based. Thus, when the mobility prediction model has an error, iLOCuS may also incentivize vehicles in an inefficient manner.

### 5.3.5 Vehicle’s acceptance rate

Theorem 1 proves that a driver can maximize the monetary utility by accepting the incentivizing assignment. However, in practice, it is possible that some vehicle agents may reject the incentivizing due to emergencies, lack of knowledge, or other preferences. We evaluate the effects of the driver’s acceptance rate on the performance of iLOCuS. Assuming the acceptance rate $r$, after getting the incentivizing policy, each vehicle agent has a probability of $r$ to accept the assignments. We conduct the accepting experiment 1000 times given each acceptance rate. Figure 11(c) shows the performance of iLOCuS under acceptance rate in the range of $[0.6, 1.0]$ at different times of the day.

As Figure 11(c) shows, the KL-divergence obtained at the acceptance rate of 100% ranges between [88.01%, 91.17%] of that obtained at the acceptance rate of 60%, which shows the robustness of iLOCuS to different acceptance rate. $D_{RP}(iLOCuS_i, iLOCuS_{0.6})$ ranges in [9.68%, 13.62%], where $iLOCuS_i$ means the algorithm with acceptance rate of $i$. The KL-divergence decreases linearly with the increasing acceptance rate. All the $p$-values of the linear regression are less than 0.001, which shows that the linear trends are significant. This figure also shows that if the acceptance rate ranges around [80%, 100%], we can ensure at least 93.69% of the performance compared to the 100% acceptance rate using our algorithm iLOCuS.

Besides the problem of acceptance, it is also possible that some agent accepts the assignment but does not adhere to the incentivized trajectory. There are two possible solutions to address this adherence problem: 1) if a vehicle agent is subjective malicious, we could exclude it from our vehicle pool. 2) for each candidate trajectory of the malicious vehicle agents, we can adjust the trajectory matrix into a probabilistic format. Based on the adherence history, we can assign a probability to the potential grids that the malicious vehicle agent may deviate from current trajectory to. Our algorithm will automatically evaluate the influence of this deviation to decide whether to incentivize the malicious agents.

### 6 Conclusion and future work

In this paper, we introduce iLOCuS, a vehicle incentivizing method to realize a target sensing distribution in mobile crowd sensing system using non-dedicated vehicle platforms. In mobile crowd sensing systems, the inconsistency between the goal of the data request end and the vehicle agents results in the low quality of sensing distribution or requires a large budget. To this end, we formulate the problem into a multiple-choice knapsack problem with a non-separable convex objective function, by considering the budget constraints and physical mobility constraints. We use the task requests at the destination of the incentivizing assignment as a “hidden incentive” to reduce the cost of incentivizing vehicles. Since the formulated problem is NP-complete, we proposed an optimization algorithm to find a solution based on the insight of coordinate descent.

To evaluate the algorithm, we use real Beijing taxi data to show that our system always outperforms benchmark methods under different objective distributions, numbers of vehicles, budgets, lengths of the incentivizing period, incentive mechanisms, mobility prediction accuracy, and incentive acceptance rates. The results show that our algorithm can achieve up to 26.99% improvement in the quality of the sensing distribution compared to not incentivizing the vehicle agents.

In our future work, we plan to better characterize the specific mobility and acceptance rate patterns of each vehicle agent. To better learn the mobility and acceptance rate of taxis, we will use geographical functional zones to discretize the spatial locations instead of directly dividing the map into grids and then use history of acceptance behaviors to predict their future acceptance rate.
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